
~pIp L~~ ~~~~~~~~~ ~~~ .~ ....

I
.

~~~~~~
— - I ,IRPA ORDER NO. 2223

~~ 3 ’

- ic!!!?!? ~‘9 ~‘o
.~ I U )  / 9 •

Victor R. Lesser
Univers i~y of Mossachuset~s

Lee D. Erman
USC Informat ion Sciences Institute

~ An Exper iment in Distrib uted Interpretation

as

~~~~~~/

PUb~fC r4..~~ a~d .aie; j~~= L~ !t1tbul~~

I \ I ( ) R ~ I. -l I I ( )\  ~
( I f \(  I S I \SI IT( I i

~~~ i j~~~~y i ~~‘I I I I !  k \  - i l / I  ‘) h ’ \ I

(
~
) 4

79 ~~
;• ~~~~ LI

~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
.—

~~~~~~~
.- 

__________________

- ~~ 
:-



-.--- .---- ---—----. 
---—- - - - - - - - -. , --—---

UNCLASS IF lED
SE~~~j R i~~ v C L A S S I F I  - A n O N  OF T~~ I’~ P A . E  ~Wh~.n t) .r. Fn~.~.dI

REPART ~~C E~~
TATh1

~
1 PAC E READ INSTRUCT IONS

‘.1 U I#~J urn 1’~ U P~~U U % ~’U ‘~ U BEFORE COM PL E TING FORM
lIE PC R I  .5~LM~~E~ - GOVT A C C E S S I O N  NO 3 R E C I P I E N T S  C A T A L O G  N U M B E R( .

, 
jlSI /RR_ 79_ 7 6 /

4 ~~~~~~~~~ •~ na £~~-H.4e. -
~~~~

----- 
-. S T Y P E O~ P(

~~ QRL~~~ P~~ RIQ D C O V E R E D

A n Experi rii en t in Distributed Interpretation ~ 
/ Research ~ t~~~ /
6 P E R F O R M I N G  ORG. REPORT P4 uM~~ER

7 A~, ’~ .OR S C O N T R A C T  OR G R A N T  NUMB(Rr.)

Vic tor R . Lesser o~~ Lee D.,E rman 
~ J

DAHC 15-72- C-ø3O8~

9 P E R F O R M  N~, ~~lI-., A N  ZA JN N A M E A N D  A D D RE SS ~~~~~~~~~~~~~~~~~~~~ F~~ r_ T

USC/Information Sciences Institute 0 ~~~~~~T N L ~~ S~~~%

~+676 Admira l ty Way 

~~ 
‘ • /

Ma rina del Rey , CA 90291
I I  ~~~~~~~~~~~~~~~~~~~~~ ~) F F ! ~~E N A M E  A N D  A D D R E S S  ~~~~~ ~~~~~~~Defense Advanced Research Projects Agency ( I I May L979 / —

jL 4QQ W ilson B lvd . \....~~. ‘t~ N U M B E R  OF PAGES

Ar l ington , VA 22209 51
4 MON~ 

T C R I N~~ A 3 E N C ’~ N A ME 6 A D D R E S S  1 , f , I f o r , . nr ln,,~ 
(‘,,ntn, lIIn~ O f f I c e )  5 S E C U R I T Y  C L A S S  (of  IhIe ~epo~ f I

Unc l a s s i f i e d

5e D E C L A S S I F I C A T I O N  D OW N G R A D I N G
SCHED U L E

A

6 D ) S T R I B u T ~~~~. ‘ A ~~ ( M E NT  ‘I ? , ‘ ~~ ko p or t

This doc11I -l~’nt is approved for pu b l i c  release and sale ; distr ~ but ion is
• u n l i m i t e d .

I? DI S T R I B U T I O N  s’ A ’ E u~~ N ’ of ‘~~e •h . f racf  .nt.~ e d U, B l o ck  20 , II dIll.,..,, 1,0,,, R.po .’f )

I S SUPP E M E N T A R Y NO T E S

This report is beinq published s i’ lu ltaneous l y by USC/Infor mation Sciences
Institute and Carneg ie—Mellon Universit y (as CMU—CS—79—12 0).

19 ~ EY W O R D S  ‘Co n u ,,~.. on ~~~~~~~~ .I d. If n.c...., y ‘d Id.ntIly 1,v b lock num b.r)

d i s t r i b u t e d  A l ;  d i s t r i b u t e d  p r o c e ss i n g ;  d i s t r i b u t e d  sensor networLs

20 A B S T R A C T  (ContInM • o.~ r~~o•,e• .Id. If n.c.eeafv ~ ‘o IdentIfy by block nu~~b.r)

(oVER)

DD I~~~~~
’ ,I 1473 ~orno~~o~ ‘ Nov 6S Iso ~~SoLETc U~~’~~~~ l F lED

~ ‘. ( l O 2 - O l 4 - 6 6 I ~l
S t C U P I T Y  C LA S$I~~IC A T I O W  OF THIS WA G I (~~~~n 0.1. .n, e d)

- 
T1~T~I1~~ ~~~~~~~~~~~~~~

. I~- I~



- -- -- -~~ - - •-“-—-- .-- - • - - —- _ _  

UNCLASSIFIED
SECUR ITY CLASSIF ICATION OF THIS PAGC(’*%.n D.t. Enticed)

2O.~ ABSTRACT

~~rhe range of app lication areas to which distributed processing has
been app lied is limited. In order to extend this range , new models
for organizing distributed systems must be developed .

We present a new mode l , in which the distributed system is able to
function effective l y even thoug h processing nodes have i nconsistent and
i ncomplete views of the data bases necessary for their computations.
This model differs from conventiona l approaches in its emphasis on dea ling
with distribution—caused uncertainty and errors in control , data , and
algorithm as an integral part of the network problem-solving process.

We show how this new mode l can be app lied to the p rob l em of distributed
interpretation. Experimental results with an actua l interpretation
system support these i deas.

kcce S~~
t0f h01’

~ ince6 

-

~~

~—T
__ _
~ ~\ ~~~~~~~~~~~~~~~~~~

UNCLASSIFIED
St CU RITY CLASSIFICA T ION OF THIS PAGC4W?I.n Oat. Enl.p.d)

L. •~~~ ••~~~~~~~~~~~~~~~~~~~~~~~~

— 

- - ~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - 
-



- ,--~~~~~o-~~~~~~~~ -~~~~~~~~~ - 
-

ARPA ORDER NO. 2223

IS1/RR—79-76
May 1979

Victor R. Lesser
University of Massachusetts

Lee D. Erman
USC Information Sciences Institute

— An Experiment in Distrib uted Interpret ation

iNFORMATiON SCIENCFS INSTiTUTE

4676 Adm,ia/iy Waj-/Marrna del Rey/ C4ifonti~ 90291

ITNIVERSITY o~ SO1’THFRN CALIFORNIA (21~~) R22 -1Sl l

this research was supported in port by Defense Advanced R.s.arch Pro(.cts Agency contraci F44620-73-C-0074 to Carnegie-Mellon
LMiv.rsity, Notionol ScI.nce Foundation grant MCS78-042l2 to IMiversity of Ma~sochuietts, and DARPA contract DAP$C 1572-C-
0306 to LMivsrslty of Southern California Information Sciences Institute. Views and conclusions contained in this document ar, the
authors and shculd not be interpreted as repr.s.nting th. officio1 opinion of policy .1 DARPA~ the U. S. Governmsnt , or any other
person or agency connected wit h th.m.

~~~ =~=~~:: T~~~~ J~~~ -~ T111T 11 ~~~



ABSTRACT

The range of application areas to which distributed processing has been applied
effectivel y is limited. In order to extend this range, new models for orgart~zing distributed
systems must be developed.

We present a new model, in which the distributed system is able to function effect Ively
even though processing nodes have inconsistent and incomp lete views of the data bases
necessary for their computations. ihis model differs from conventional approaches in its
emphasis on dealing with distribution-caused uncertainty and errors in control, data, and
al gorithm as an integral part of the network problem-solving process.

We show how this new model can be applied to the problem of distributed
interpretation. Experimental results with an actual interpretation system support these ideas.

This report is being published simultaneousl y by USC/ Information Sciences Institute (as
RR-79-76) and Carneg ie-Mellon University (as CMU-CS-79-120).
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1. INTRODUCTION
An interpretation system acce pts a set of signals from some environment and produces

higher-level descriptions of objects and events in the environment. Speech and image
4 understanding, medical diagnosis, determination of molecular structure, and geological surveying

are problems that have been pursued with interpretation systems. A distrthuted interpretation
cyctem may be needed for applications in which sensors for collecting the environmental data are
w id ely distributed, interpretati on requires data from at least several of the sensors , and
communication of all sensory data to a centralI zed site is undesirable. Sensor networks (composed
of low-power radar , acoustic , or optical detectors; seismometers; hydrophones; etc.), network
(automotive ) traff ic control , inventory control (e.g., car rentals), power network grids, and tasks
using mobile robots are examples of potential applications for distributed interpretation. In these
applications , an architecture that locates processing capability at the sensor sites and that
requires only limited communication among the processors is especially advantageous and is
perhaps the Only way to meet demands of real-time response , limited communication bandwidth,
and re liability.

Two major questions arise in the distributed interpretation task: how to interpret the signal

data and how to decompose a given interpretation technique for distribution. Some interpretation
algorithms and control structures cannot be rep licated or partitioned on the basis of the
dic tribut,on of the sensory data without requiring unacceptably large amounts of interprocessor
ommunication to maintain completeness and consistency among the local databases. In such a

C ace , it is necessary to modif y the algorithm and control structure to operate on local databases

that are incomplete and possibly inconsistent. For some interpretation techniques, such

modifications might be difficult or impossible.

Knowledge-based Artificial Intelligence (Al) interpretation systems developed recentl y for
speech, image, and signal interpretation applications have structu res that seem to make them
sti l t  able for decomposition in distributed environments where local databases are incomplete and
po-c ibl y inconsistent. Examples of these systems include Hearsay- Il [Lesser 75, Erman 79], HARPY

(t ower re 791, MSYS lUarrow 76), SlAP (Drazov ich 78), CRYSALIS [Engelmore 77], and VISIONS
[lJancon 78]. These interpretation techniques use the problem-solving paradigm of searching for
an overall solution by the increment ~a1 ag~rcgats on of p Grt tG l solutions. In this paradigm, errors
and uncertainty from input data and from incomplete or incorrect knowledge are handled as an
tn r r g r o l part of the interpretation process. Ibis is in contrast to more conventional problem-
solving techniques , in which errors are fat a l or are handled as exceptional conditions, requiring
additional processing outside the normal problem-solving strategy.

We hypothesize that these knowledge-based Al systems can handle the additional uncertainty

introduced by a distributed decomposition without extensive modification.’ Preliminary work in

more d.i .,i,d d,,cu,..on of he,. posri i, ,,id Ihe .ppropr~ tsne., of knowI.d~e-b,sed Al •s Its. bssi, for di.t,but.d
prohies.-s *Iviø •y.Iei~i. IS coiit. ,r*d m Lesse r 7S)
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PAGE 2 LESSER S ERMAN DISTRIBUTED INT ERPRETAT ION

testing this hypothesis with respect to synchronization has been encourag ing. Experiments with a
multi processor implementation of the EIc’arsay-Il speech understanding system have shown that
eliminating explicit synchronization results in increased parallelism without a decrease in problem-

solving accuracy [Fennell 77). Similarl y, a class of iterative refinement methods (although not

knowledge-based) for solving partial differential equations has been decomposed for
multiprocessor implementation so as to avoid most explicit synchronization , thus allowing for

increased speed-up due to parallel processing (Baudet 76]. This decomposition is accomplished
by allowing each point in the differential grid to be calculated from values of its neighboring
points that are not necessaril y the most up-to-date.

While such Al systems provide a promising basis for distributed problem-solving, none has yet

been built for a f u l l y distributed environment; centralized global knowledge or global control has
been used in existing interpretation systems to coordinate various system modules. In this report,

we describe an experiment in the complete decomposition of an existing knowledge-based

interpretation model -- Hearsay- Il [I rman  ib , Lesser 7/]. Althoug h Hearsay-Il was developed in

the context of speech understanding [Lesser 7h, Erman 79], its basic structure has been applied

to a range of interpretation tasks, including multis ensor signal interpretation [Nii 78], protein-

c ry s tallographic analysis [E ngelmore 7/), and image understanding [Hanson 78].

ihic report concentrates on appl ying the Hearsay-Il architecture to the distributed

interpre tation problem, w here eac h processor can be mobile , has a set of (possibly non-uniform )

sensing devices , and interacts with nearby processors throug h a packet-radio communication
nelwork. Processor s communicate among themse lves to generate a consistent interpretation of
“wh at is happening” in the environment being sensed.

Section 2 presents a brief overview of the Hearsay-Il model of knowledge-based Al

interpretat ion , f ollowed by a descript ion of the Hearsay-I l architectu re. This section presents

mec hanisms for handling uncertainty a’- an integra l part of the problem-solving process. This sets

the stage for later discussion of how these uncertainty-reso lving mechanisms can also be used to

reso lve uncertainty introduced through distribution of the system. Section 3 outlines several

possible direc tions for designing a distributed Hearsay-Il system , with Section 4 presenting the
particular design we have adopted here. Seclions 5 and 6 describe the distributed Hearsay-Il

speech understanding system experiment and results; in this experiment , the microphone sensor at

eac h node of the distributed network samp les one time-contiguous segment of the speech signal.

Finally, some discussion and summary is presented.

Our goal is not to prove that one should design a distributed speech understanding system, but
ra ther to point out some of the issues involved in designing a distributed interpretation system
clr’alinp, with incomplete arid inconsistent local data as an integral part of its processing. We are

using the Hearsay- Il speech understanding system because it has a structure that we feel is

appr opriate and because it is a large , knowledge-based interpretation system to which we have
access. There are serious problems with using this system for experimentation:

L ~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~
. -~~~~~~
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- Ikcause of several considerations , discussed in Secs. 5.2 and 6.1, networks are
limited to about three nodes.

- Flecause of the costs of the network simulation, only a limited number of experimental
runs could be done and with relativel y simple test data and communication policies.

- There is probably no practical need for distributing a single-speaker speech
understanding system.

We feel that these limitations are sufficientl y outwei ghed by the advantages of experimentation

with a reol system to make the effort worthwhile and the i~~ ults , while not conclusive, indicative.

2. OVERVIEW OF HEARSAY-Il: A System that Handles Uncertainty

2.1. The Model

We will take as the competence goal of an interpretation system the construction of the most

credible complete interpretation of the input data. ’ In Hearsay- Il , an interpretation is constructed

by combining partial interpretations derived from diverse knowledge. Each area of knowledge is
represented by an independent module called a “knowledge source ” (KS). In the application of
Hearsay-lI to speech understanding, for example , these KSs cover such areas of knowledge as

acous t ics, phonetics , syntax , and seman tics. The Hearsay-Il architecture is designed to permit

cooperative and competitive problem-solving among the KSs in order to resolve the uncertainty

cause d by noise and incompleteness in the input data ~nd inaccurate processing by the KSs.

The interaction of KSs is based on an iterative , data-directed form of the hypothesize-and-test

paradigm. In this paradigm, an iteration involves the creation of an hypothesis, One possible

interpretation of some part of the solution , followed by test (s ) of its plausibility. When performing
these actions , KSs use a priori knowledge about the problem, as well as prev iousl y generated

hypot heses, which form a context for app lying the knowledge. When a KS creates an hypothesis

from previously cr~.’ated hypotheses , the K9’ extends the existing 1partial) interpretation with more

informa tion, thereby reducing the uncertainty of the interpretation. The processing is terminated

when a c onsistent hypothesis is generated that satisfies the requirements of a comp lete solution.

A KS often generates incorrect hypotheses because its knowledge or its input data , including

previ ously-genera ted hypotheses, contains errors or is incomplete. Thus, if KSs were to generate

only a sing le hypothesis for each specific part of the problem, the problem-solving process would

of ten terminate with an inaccurate interpretat ion or with a partial interpretation that could not be

fur ther enlarged because it is inconsistent. In order to avoid this problem, KSs in general create

several olrernol t i ,e hypotheses for each part of the problem. The KS associates with each

hypothesis a cred ib i l i ty  r ating, which is its estimate of the likelihood that the hypothesis is

corr e c t. ihe lower the credibility of the alternatives , the greater the number that must be

I,, •.o.ril , m m .  spplications mig ht not contis ,n a not i on of • “ cci mp iq.t.~ or apan n in~ inl.rpretat io n, but rather b. interest .d
in a i uc c,sa ,v s part ,.l ,nf.rpr ,ist ~ons Noih un 1 in th d i,cu ,q ion ihal follow , is act ua l ly spec ific to comp i.te Interpr.tst io ns ,
but w . adopt th at not io n bec auss of our mvo lv .ni ,nt with the sp..ch und.rstind,n~ u . k  •nd the .cc.p tancri of Ind,vsdu.l,
s n~li.-s.n tence ut taranc es

L~ 
- ——. - - - - - -

~~~~~~~~~~ 

- - - . - -  - 
_~~~~~- -~~~~~~~~~~~~- - -~~~~ ____________



— 
- —— _ ~~~~~~~~~ ~~~~~~~~~~~~~~~~~ - ~~~~ .~~~~_- -~~~~ -- -

PAGE 4 LESSER S ERMAN DISTRIBUTED INT ERPRETAT I O N

generated to produce the same likelihood that a correct one is included.

The se t of all possible partial interpretations defines the problem-solving search space. The
more alternativ e hypotheses generated , the larger the fraction of the space actuall y searched.

‘1 Sini e each partial interpretation can give risc’ to multi ple ex tensions , the possib lity of a
ombinatoric exp losion exists. At each step in the search , a subse t of the existing partial

interpretations is selected for extension; the extended partial interpretations that result then
compete f or selection with those previousl y generate d. The selection of the subset of hypotheses
to extend is called the focus-o f-control (or focus-of-attent ion) problem. An integral par t of
e f fec t i ve  f ocus-of-control is the problem-solving system ’s abili ty to focus quickl y on informa tion
that constrains the search , in order to contain combinatoric explosions. This is called an
oppo rt unist i c  and asy nchronous sty le of problem-solving. It can be implemented throug h t he

Hearsay- Il form ula tion of the hypothesiz e-and- test paradigm , in which promising tentative
decisions are made (despite incomp lete information or knowledge), then re-evaluated later in the

lig ht of new information . Focus-of-control  is discussed further below; it is also discussed more
ex tensivel y in [Hayes-F~oth 7/a].

lhree requiremen ts must be met for the ef fec t ive operation of this general approach to
problem-solving:

- Suf f ic iency of Knouiled ge: The knowledge can generate some sequence of partia l
in terpretations that culminate s in a cor rec t  comp lete interpretation.

- S uff i c i e n c y  of Cre thh i l i t y  f t , a l i i a t ton :  ihe credibi l i ty function rates the correct
comp lete interpr etation hig her than any incorrect c omplete interpretation generated.

- S u f f i c i e n c y  of Control St r o t ep - i :  t he focus-o f -con t ro l  strategy can find a correct
complete interpretat ion within the hounds of computing resources allocated to the
ta’ .k .

Inc reac ing the constraint of knowledge , the discrimination power of the credibility evaluation, or
the select iv i t y of the control strategy beyond that which is minimally sufficient to meet these
c r i t e r i a  will , in general , decrease the amount of computing resources needed for the
interpre tation . Also , these three aspects of the problem-solving are not independent; within limits ,
the same performance can be achieved by trading-off the uncertainty resolving power of one
a’.pect for that of another.

2 2 The Architecture

igt ire I shows a simplified schematic of the centrali zed Hearsay-Il architecture. The major data
structures are the shared global database (called the bkickboard), focus-of-con trol database ,
scheduling queues, and databases local to KSc .

The blackboard is partitioned into distinct information levels , each used to hold a different kind
of representation of the problem space. ihe major units on the blackboard are the hypotheses.
Relationships among hypot heses at different levels are represented by a graph structure. The

iI__ :~~~~~~~~
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Blackboar d

Level k 

~~J ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ I
Leve 1 3 ~~~~~~~~~~~~~~~ i
Level 2

Leve l 1

~~~~~~ckboard~~~~~~~~~~~~:~~ iing i

KEY :

~~~~~ Program modules

Data bases

~ Data flow

— — -3 Control flow

Figure I: Schemat ic of the (centr a l ized ) Hearsay-Il architecture.
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PAGE 6 lESSER & ERMAN DISTRIBUTED INTE RPRETATI ON

sequence of levels on the blackboard forms a loose hierarchical structure in which the elements at
eac h level can be described approximatel y as abstractions of elements at the next lower level .
For examp le, ic speech unders tanding an utterance can be represented as a si gnal , or as

sequences of phones , sy llables , w i r ds , phra;e- . , or concep ts; in image understanding, t ypical levels

- 
- mig ht include picture poin ts , line segments , areas , sur faces , and objects; levels in an

a i rc ra f t - t rack ing radar system mi ght include si gnals , si gnal groups , vehicles , area maps , and overall
area maps (see [Smith 78]). The set of possi ble hypotheses at a level forms a problem space for
K Ss operating at that level . A part ia l  in terpretat ion (i .e. , a group of hypo theses ) at one level ca n

be used within the opportuni stic s t ra tegy  to constrain the sea rch at another level . For examp le , a
KS can create a phrase hypothesis as an abstract ion of a sequence of word hypotheses. Similarl y,
another KS can use the phrase hypothesis to predict (i.e., constrain ) the set of possible wo rd
hypotheses that might follow the phrase.

In order to imp lement the da ta -d i rec ted  act ivat ion of KSs , each K S has tw o components: a
pa t te rn  and an act i on . Whenev e r the pa t te rn  is m a t c -  ~d by some hypothesis s t ructure on the
bla kboard , an ac t iva t ion  of the KS is cr e.~tcd If the KS act ivat ion is selected even tua ll y by t h e

schedu ler , its ac tion is ex ecuted in the con t e x t  of the matched structure.  For examp le , the pa t te rn
of a K S mi ght he the creat ion of a new sy llable hypothe s is , and its act ion mi ght be to use that

sy llable hypothes is and possibl y other , adjacen t sy llable hypotheses to create new word
hypo these s .

K 5 a c t i v i t y , and hence the search pro e~s , is managed by the scheduler using the focus-o f -

control  database and the scheduli ng queues. A t any point , the sc hed uizng queues conta in the
pending KS act ivat ions ihe scheduler ca l cu l a tes  a pr ior i ty for each wai t ing ac t iva t ion and selects

for ex ecu tion the one wi th  the hig he~.t pr ior i t y. ihe priori ty calculat ion at tempts to est imate the
inip,ict of t he information to he generated by an ac t iva t ion  on the current s ta te  of the problem-
solv ing. F rom the problem solving viewpoint , the impact  of some information is a measur .’ of the

d”g ree to which it red ices the unu’rtainty of the in te rpret at ion , or , alterna tivel y, the degree to

wh ich  i t  reduces the number of competing in lc rp rc ’ t a t ions.  hi~ measure changes as the problem-
solving progresses; thus , the timelin ess of c rea t ion  of the info rmation a f fec ts  its impact. For
examp le , if two pieces of information can lead to the same hypothesis , the creation of the f i rs t  of
them may have high impac t , but the cre a t ion  of the second will h~. “ .l i t t ie , other than adding
conf i rma tion to the hypothesis.

Several dimens ions can be used to es t im it e the impact of information , including the following:

- The credibility of some information is a measure of the system ’s confidence in the
information; the more credible the in format ion , the hig her its expected impact.

- The scope of some informat ion is a me,~s iire of the amount of the total  problem

~.olu tion that it descr i bes It is re lated to the level of abstract ion (e.g., in speech
unders tanding, a word has larger scope than a sy llable) and to the size (e.g., a
two-second phrase has larger scope than a one-second phrase). The larger the
scope , the greater the impact because a larger portion of the complete interpretation ,

.

T 
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and hence more constrain t , is speci f ied .

- T ire d l n R n o s t i c t t y  of some inf ormation is a measure of how much competing
inform ation can he resolved by the information [Hayes- Roth 77bJ . For examp le , if
one part  of the current  par t ia l  solution has high cr ec b bi l i ty while another part has
onl y low cred ibilit y, a moderatel y cr edible piece of informa tion in the former area will

‘~
] hi .-e low diagno’. t i c i t v , but a mode ratel y cr edible piece in the latter area will have

high ciiagno’ . t ic i ty  and hence greater imp act.

lIir’ foci i c  of - control database conta ins n ’ - t a  information about the s ta te  of the system ’s
problem solving ac t ivi t y. 1 he me t a in for mat ion s _ use d to est imate the impact of information ,
ha’-ed on i t ’ -. cre dibi l i t y, scope , and diigno . f i  i fy .  Mi - t a  information includes such things as the

or rent best hypotheses on the blar hlioard and how much time has elapsed since these
h- po thc ’s~~c were gene rated or com bined wi th  others ( th i s  lat t er  kind of information al lows the

li’ rn to reco g nize a s t a t e  of stagnation in part of the problem-solving and then to cause the
reapprais a l  of the impact of the cur rent  hr- , t hypotheses.) The focus-of-control  database is
updated by the blackboard monitor ha~ed on the generation and modification of hypotheses on the
blai kboard by K~-

The hl,ic ~board moni tor is also used to i r p ~r- iont t h e  d a t a -  directed act ivat ion of KSs. At
‘.~~‘. te m in i f ra l i?a t i on , ea ch KS declar es hyp ot hr--m- . c h a r a c t e r i s t i c s  relevan t to it. When an
h~ pothes i~ is c r e a t e d  or modified so w- to ni.it r hi those cha rac te r i s t i cs , the blackboard moni tor
c r r r !es an ac t i va t i on  record  for the KS on t l - .,t hypoth es is  and pl aces  it in the scheduling queues.

3. ISSUES IN DISTRIBUTING HEARSAY-Il
F pure 2 presents a ru in her of di m ens ion-. of decomposi tion of Hearsay -Il for a distributed

environment and several option s for each dimen~,i on. F corn this table and the overview above , it
can he seen that  the c h i a r a c t e r i~ l icc of the lbears , i y - l l  or ga ni 7a t i o n appear to make it sLitab le fo r a
c le .tri huf ion a i nr I, severa l  dimen s ions:

- lr irrr i ia t Oru re -p ‘ it  he drs~n,hu te d:  Th e bl.o khoa rd database is multidimensional (wi th
the infor mation lr~-~ ls f o r c i n g  one d r - e r r  ion~ I a h  k5 act iva t ion generall y accesses
only a snoil h , Icx af ized ~iih~.p~ e within the hlac k hioa rd

Pri  r’ i’~~ c i i  t he d ’ t r i h t i f e d :  I< o iw l r  ch ’ r  is e nc a ps U la ted  in KS modules that are
l.-

~r 1 i l y in k- i rnd ’-n t , anonymo us , ar id c ~i a f i ln -  of asynchronous execution .

T h r r t ro l  nig ht hr d-s tr iht it r - : f  ~ . , a t i ~ -a ~ i c)n ii. based on the generation and
n-n h f r c  at i o n of h - pc)fte- es 00 the h l ,e khoard (data-  direc ted control). To the extent
th a t  l f ’ ~~e hypothr- .r. c an he d i s t r ib ut ed , control  of KS act ivat ion can also be
d f r t h t i t e c l  lhr dat a-  d i rec t ed form of t h e  hypothc ’~ize-and - te st paradigm permits
KS~. to cx c hangc’ partial result s in a cooperat ive fashion .

en the ’-.e pn’- ’~ihil it ir ’ - ., it would appea r th a t the Flca r r ,av II organization could be decomposed
e ,v.ily for a distr ibuted environmen t so as In em u late e f f ic ient l y and exact ly the processing that
occurs  in the centra l ized version of thc’ o rp .aniza tio n . In fac t , a shared-mem ory multiprocessor
implementat ion , using ex pl ici t synchroni za tion techniques to maintain data integrity and distributed 

--- -—-- - — ---—- .

~j.... J.~E_i. ~~~~~~—---- -
~~~ 

- —
~~~~~~~~~~~~~~~~~~

--
~~~~~-~~~~ 

-
~~
--



- - ~~~~~~~~ -- .- --~~~

PAGE 8 LESSER & ERMAN DISTRIBUTED INTERPRETAT ION

~~ I NI IlitriA l IIIN ~~

1) - t v  hi i t ic u ru  of t i i i~ l i i  kI n.’’ tl:
I f i r ’  hI, I’.hcr ,urd i -  clr ’ .t ruhu i t ecl  a i r  t o ’  t h y ’  ncidr~ ~‘ i t iu no dup lica tion of information.
I I ,  blat l~,l,o ,irc l is d - t n i h t u t e c l  r~- u t h i  f i C i -  . ul Ie d u p lication of informatio n;

• ., - ii b i rc i tu i~’,,tu~ v r fec  f i r r iq u ies anc ’ i c r  i to r i - - t i r e  cons istency.
— I I ’ ’ blat ktio in ci i’ cf - I r ihufed wi t  hi r” ‘il ilr duip h ic at ions and inconsistencies.

a n y ’  ni l f, ,rn’,mr f t r tb  hi ~‘ tr i ic l Ifie node in whi ch they are c reated.
II- , ;i crtlue’ i’s ma- , try’ f c ,rn’,rnu t te d  chr y r  t r y  to a subset of nodes.

— I I , po t iwsr~’. i-nay be t r ,rn’.nu it ted direc f l y to all nodes .

In ,iuhdut on, t Ire tr ansn uu’.suon avi d ni - i  r’p t ion of hypothe ses can be f i l tered base d on
hi. ,r ,.~ t e r i s t u c ’ . of the h - i o tbu -  i s , C i ’  , t~~ ~~~ - of hypothesis (information level),
ri’~l i I r i l u ty  r,iting, and loc ati on of t ire ‘ rv -nt ” the hypo thesis describes.

~~~f ’  lltil l ’ ’~I NI . ~~

I S t r u t  t inn -

I at Ii ncohi ’ h,is onl’,- one KS

‘i Ii ‘~i i l ’  hi. ’’ . a ‘.uuhr ’ .r t of K’~’ I b r -  ‘‘ - bec l i n n  rnug hut depend on factors  such as the
f , p - of so r i  cm ‘. of tb  nod e , the nocl ’’s p hys ica l b c  ation , and the input/output
I m r ,1( l i- -ri ’.! cs of the ~~~

I mc f i  node ha’. atl ii. ~,‘.

- f n  f i n -  1, 1 . - f in irc i  h~- K ’ ’
A K - , a I is’ ,i l tm i’m o r c e s s  onl y thu r hlar khoard in i ts b c  at node.
A k ‘ , a: tiv ,ifion can access hla rk hroa rds in a subset of nodes.
A KS n t i v i t i o n  c a n  a c c e s s  blac kboards in any node in the network.

( f  It~ I hill ,,

I ~ - I il - I i  n ri Cd f’ ‘ , i’ Ii’:, inn

A ~ r e  to an i i - , p c r l b r e ’ . i ’ . ac t i v a t es  ~~~ onl y within the loca l node.
A i harrgr’ ac ‘ivaN ’. K ~~‘. in a subset  of node’..
A c t m ,m n r r ( ’ a~ I iv.’I ‘. k~r ’. in any node .

I)e. t r u h t i t i o n of~~- u’ brc d i ih u n C and toc i.v. of - cont r o l :
.vr  Ii no rk- doe s i ts own sc h edu ling, based on foc al information.

1 Ii si  br -ct of node ’ . has a sc hemtulc r .
A ‘inp le , distr ibuted database is used for scheduling.

Figure 2: Dimensions of decomposition for Hearsay-Il.

LHIs i’~ c~ i~Yi~O~ ~.X)r ~~~~~~~~
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along the processing and control dimension’ ., ac h ieved signif icant parallelism -- a speedup factor
of six (Fennell 7

~’I 
However , the folbow nu’ c h a r a c t e r i s t i c s  of Hearsay-Il introduce a number of

d if f icu lt ies for suc h a strai g h t f o r w a r d  em yuh ,iti on in a distr ibuted environment:

- The schedule r , which require’. a g lobal view of tire pending KS instantiat ions
(sc Iuedcil ing queues) and the foc cu r . of - contro l  d,- ifaha ’ .e , is centralized.

- The blackboard monitor , which updates ti me fo’ui’. of-control database and scheduling
queues when a specif ic type of blac kboard c hange occurs , is central i zed.

the patterns of KS acc es s  to the h4~ i khoard ove rlap, prohibiting the construction of
compar tmentalized st uhspaccs of the bla t ktuoa rd accessed exclusivel y by small groups
of KSc .

H’ - - , a t i c y ’  there are many KS exe cut ion ’ ., ~.n Ii a~~t ’ - .’ n ~’ the blackboard frequen tly, an extensive

amount of inte rproce ssor con umt in i ,rtm o n wo u ld be required to emulate exact l y a central ized view

of the blackboard , sc heduling qu eues , and focu s of - cont ro l  database. The dynamic information in

these data s t r uc t u re s  controls the degree and nature of KS cooperation and is essential to the
e f f ec t i ve  imp lementation of the hypofhe’.u,e a nd  tes t problem - solving strategy.

( mven that the communic ation arud ‘.yn hroni ,atuon costs of emulating perfect l y the central ized

views are too hig h, one is led to t h e i r  a pprox imat ion The amount and range of internode

commun ic a t ion  can be reduced , leading to inmon srs f cnuc y and incompleteness of the local views and
thus unnecessary, redundant , arid ru Or’c’c t p rocr s ’ -ung I xperiment s with the shared-memory
mti l t iproces ’ .or Hearsay - Il speech understanding sy~ t~~m de ’c rubed above demonstra t ed that the
system could operate in suc h a~ environment (lennefl 1 / 1  In these experiments , the exp lici t
sync hroniza tion was eliminated without degrading, accuracy  a’~ measured a t the end of processing,
wi th an attendant increase in the speechip fac to r  f rom r,ix to f i f teen because of the reduction in
irit r’ rprocess interference . The exp lana tion for thu s phenomenon is that the asynchronous , data-
d irec ted control can app ly knowledge to co r rec t  cer ta in types of internal errors. Consider the
normal act ivi t y sequence of a KS , which involves f irst examining the blackboard and then creating
new hypotheses on the basis of the examined hypotheses. If the set of relevant hypotheses
changes after the KS looks at them and before it modifies the blackboard, the modification would
he inconsisten t or incomplete with respect to the current state of the blackboard; however ,
because of the data directed nature of KS act iv a t ion , the intervening changes will trigger the
same KS to recalculate its modifications and perhaps generate new alternative hypotheses. In
addition , other types of inconsistency can be resolved because addutional KS processing will
usual ly result i n lower credibility ratings for an incorrect hypothesis and its extensions , whether
th~ incorrect hypothesis resulted from a synchronization error , a mis take in the knowledge used
by the KS, or from erroneous data. Ihur , this self-correcting nature of information flow among
KSc , crea ted through the uc~ ~f the incremen tal data-directed hypothesize-and-test paradigm, in

many cases obviates the need for explicit use of synchronization.

The key issue is whether a distributed decomposition of a Hearsay-ti-like system can be
desi gned that can deal with the e. rors introduced by the approximate emulation well enough to

L -TTT~~
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PAGI 10 lESSER & ERMAN DISTRIBUT ED INTERPRETATI ON

maintain satisfaction of the sufficiency criteria of Sec . 2.1. In the distributed system, internode
communication becomes part of the “computing resources ” that must be limIted for effective
system performance.

4. A NETWORK OF HEARSAY-Il SYSTEMS
A primary goal of our decomposition design ic to minimize internode communication relative to

intranode processing. E3ecause of this and the relativel y fine granulari ty of KS activity within a
Hearsay-li system, a node must be able to comp lete a number of KS executions in a self-directed
way, i.e., without internode communication , Thus , eac h node in the network must contain KSs , a
sche duler and focus-of-control  database for se lecting the next KS activation to execute at each
step, a blackboard for KS communication , and a blackboar d monitor for KS activation. Therefore ,
eac h node is an architecturally comp le te Hea rsa y -Il system.

There are dual points from which to view the d istribution of the dynamic information (i.e.,
par tial interpretations and meta-information ) in the network:

- A vir tual  g lobal database represents all the system ’s information; the local databases
at each node contain the node’s partial view of the virtual global database , perhaps
with come inconsistencies (because of limited internode communication and
synchronizati on).

- Eac h node has ~fs own da tabases; the union of these across alt the nodes, wi th any
inconsistencies , represen ts the total system interpretation.

The f i rst  viewpoint corresponds to the way most distributed computing systems are considered - -

a cen tralized system is decomposed, wi th each piece (node) in the decomposition viewed as a part
of the whole system , From the sec ond viewpoint , the distributed system is synthesized from
systems operating at each node, ihe second approach shifts the view from that of a system
distribu ted over a network to that of a nc-tw ork of cooperating systems , ea- h able to per fo rm
significant local , set f - d i rec ted processing. Another way of distinguishing these viewpoints is that
the f irst considers eac h node from the cnnt ext of the whole system , w hite the second considers
the system from the cont ext of the individual node. When considering any particular design
cho ice , one or the other of these viewpoints mig ht be more appropriate. ’ From either viewpoint ,
t h ~ maj or design decisions are the selection and focusing of knowledge sources at each node and
the choice of mechanisms and policies for internode communication to permit effective cooperative
problem-solving. We will now describe some possibilities for each of these areas

Ti,. ~.n.,.i b,ii. of f i,pn. ri of,ons s •np’.q r,d in Ii,. f b*o ry of Nc ’arl y D.comp osabis Sy.t.m u dsv ,s.d by Simon (S,mo n
621 t o d..cr ~~. coni pi.. ovj.xisrii~oviii •t ’uctuv.. l ii. t* ,m ‘yic ii~ly d.conipossbi.” emp~asi r•s ih. lid ThaI .yi vt.m, ten b.
d.c rrmpoa. d Iisfur. ii y in to diuCIsre t hat hive p hv~ iv d9r.. of ,nir. c lu, f .r ic t ivity so d s low er ~~ir.. of ,nf .rctuet,r
,nt.r .cf ,oo Thi.. dust vi.w, fo ll ow lo~sc.ii y f rom fh . rscurs iv ~ ,.tur e of lii i. h,r.rch ,cs l siructuis

-~~ ~~~~~~~~~~~~ ~~~~~~~
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4.1 - Intranod. Con~id.rations -- Selection and Focusing of KS~
Intrariode processing can be maximized relative to internode communication if KS activity Is such

that the Inputs needed by KS actions are available on the node’s blackboard. Thus, the selection
of KSs for each node arid the focusing of their activity on particular portions of the problem
greatly af fects this goal.

The blackboard in a Hearsay-Il system is described along several dimensions. One of these is
information let ’eL this dimension has discrete points , each corresponding to a different way of

repr esenting the situation being interpreted. A KS typicall y works with a small number of
informa tion levels by noticing one or more hypotheses (called the “stimulus”) at one or two levels

and by creat ing new hypotheses or modif ying existing ones (the KS’s “response”) at one or two

levels. For a collection of KSs to be connected across levels , then, it must be that any level used

by some KS as its stimulus is used by some KS as its response. There are also KSs that are

transducers between the system (i.e , the blackboard) and the external world. For the purposes

of this disc ussion, we will think of an input transducer as having no blackboard stimulus and an

output transducer as having no blackboard response. In a network of Hearsay-Il systems , if a

par ticular node has a KS which is level-disconnected on its stimulus or response side, that node is

f orced to communicate with other nodes to supply the missing stimulus or to provide a use for the
“ex t ra ” response. Since a primary goal is to maximize intranode processing relative to internode
c ommunication, the selection of KSs for eac h node should maximize the level-connectivit y.
Likewise , transducer KSs should be selected for their appropriateness to the particular types of
sens ors (and ef f ectors )  at the node.

In addi tion to the information level , there is an orthogonal dimension (or set of dimensions) for
loc ating hypotheses in the blackboard - this is the locatcon of the event which the hypothesis
describes. For si gnal interpretation tasks this usuall y represen ts a physical location. In speech
unders tanding, fo r  examp le , mos t hypothe’-ec (phones , sy llables , words, phrases , etc.) can be

loc ated as segments on the dimension of time within the utterance. For image understanding,
ob j ec ts (at any of the levels) can be located in the two or three dimensions of the image space.
For radar trac king of a i rcraf t , signals and objec ts can be located in the three-dimensional woi-ld.

In general , hypotheses closer in the location dimension are more likel y to be relevant to each
other and to be needed jointly for further KS activity. For example , a word hypothesis is l ikel y to
he crea ted from adjacent sy llable hypotheses , an object is likel y to be created from surfaces near
eac h other , and a signal gr oup from si gnals detected nearby. Thus, a node should attempt to
acquire for its local blackboard all of the hypotheses at a given level within a contiguous segment
in the location dimension(s).

All levels in the system taken together wit h the full extent of the location dimension(s) define a
node’s largest possible scope. The term area-of-interest will be used to denote, for each node,
that portion of the maximum scope representable within the node’s local blackboard.

The levels ii ~ the area-of-interest are the union of the stimulus and response levels of the KSs

-.- ~~~~- —--.- - - —--- --- - - - - a -  ~~~~~~~~~~~~~ 
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PAGE I? LESSER & IRMAN DISTRIBUTED INTERPRETATION

in the node -- any other levels would be useless to the node.1 A node’s area-of- interest at the

information level(s) to which the sensory data is transduced should cover in the location
dimensions at least the area covered by the node’s sensors; otherwise , some of the sensory data
would be lost , since the only direct action the transducer KS can take is to create hypotheses on

the foc al blackboard about the data.2 At the other levels, the location segment should probably

include at least the projection of the location segment at the transduct ion level , since it is
reasonable to create higher-level hypotheses about the locations covered by the node’s sens ors.
In addition, the location segment should also likely be extended somewhat beyond the range of the
loc al sensors ; this is to allow the node to acquire information from neighboring nodes to use as

context  for KS processing. Finall y, this context extension should probably be larger at higher
informa tion levels , because the size of hypo theses (i.e., their length in the location dimension(s))

tend to be larger at the higher levels; e g., words are usually bigger than sy llables , objects are
usuall y bigger than surfaces , and area maps larger than aircraft .

As an aid to understanding the notion of area-of- interest , let us consider a simp le examp le of

bottom-up processing at a sing le node of a network operat ing in a one-dimensional location space.
The node has three information levels , labeled II, L?, and 13, and two knowledge sources , KS!
and KS? (see Fig. 3). Hypotheses on LI are uniforml y one unit long in the location dimension and
are c ontiguous and non-overlapping. The sensor associated with the node produces a single

- 

- hypothesis on 11, ca lled Hi , at location SO.~ Knowledge source KSI in the node can take three
contiguous hypotheses on 11 -- call them H?, Hi , and H3 - -  and produce H4 as an abstraction of
them on L?. Likewise , knowtedge source KS? produces hypotheses on L3 from triples of
hypotheses on 12.

Lev el 1H8 Ff7 H9

Level I ~S Ff4 Ff6 j ~ KS~

Level 

42 66 68 68 62

Fi~ur. 3: Simple example of area-of-interest.

In S.c 44  7, w . will sh ow on us. for ,.pr.si ’nf ,o I hypoth. ,.s which c.nnot b. procsus. d by t oc st KS., in p.rticul.r ,
for •ltc ’wi i~ p nod. to itt ss s sl o rs- po d -f orwer d ~~~~~ h.ndi.,

20f cou rs ., th. tr.o. duc.r could u.s 1k. s.n. ory i nfo rmst ior , to modif y hypoths.. s ubout sdi.cint .r.ss , but this would
r.pr.,.ri t th. s.os ory mfo rm.t io n only indiric f l y

~In t .vwr.l, mull ip is, •il.rn.t ,vi, comp.t in$ hypoth. s.s could b. produc.d thro u~lieut this •x ,mp ls, but ws will not
con,id.r lh.m lis ri

-
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In order for KSi to operate , the node must receive hypotheses H? and H3 as messages from
cOme other nodes , because its local sensor can generate only Hi. likewise, for KS2 to operate ,
the I~~ and Ff6 hypotheses must be received on I?. Ihe scope required to be representable on L2
is larger than on LI .  If processing were to continue similarly above 13, L3’s scope would have to
be larger still . lhiic , the location dimension of the area-of-interest expands at higher levels. The
lateral communication (e.g., II? and Ff3, and Ffb and Ff6) forms a context for processing and
provides a connectivit y in the location dimension (lateral connect iv i ty) , simi lar to the connec ti vi t y

in the information-level dimension.

Th~ par ticular scope of the area-of - in terest  is dependent on the information required by the
KSc . In this simp le example , KS? is shle to create hypotheses on L3 based solel y on the
informa tion on 1? If KS? required information about a I? hypothes is that is not represented in
the abstract ion on L? , it will want to look at the Li substructure of the hypothesis. If the
information neede d is about Ff4, KS? can acce s s it on the node’s blackboard directl y, looking at
hypotheses El?, Hi , and Ff3. If , however , KS? nerds to took at the substructure of Ff5 or H6, there

is a problem because the LI representat ions of those hypotheses are not on the node’s
blac kboard. One solution is to have KS? do the best it can without the information, thus requiring

no additional internode communication but introducing additional uncertainty in the problem-
solving,. Another solution to this problem is to extend the node’s area-of-interest on Li in order
to represent the needed information . T hi s ex tension can be handled in several ways:

- A priori anal ysis of KS? indic ales that the L I  information is likely to be needed.
T hus, the scope of the node’s area o f- i n te rest  on I t  ~s permanently spesdied to be
46-54 , and the node gathers alt I I  information that it receives. If the needed
inf ormation is less than the full scope , the expansion of the area can be limited. For
example , if information about j us t  boundaries of the L2 hypotheses is needed, the
stope could be specifie d as 48-5? , rather than 46-54.

- Eac h node that tran s mits 12 hypo th es es knows that some of the corresponding Li
informa tion is likely to be needed; they therefore transmit the relevant Li information
whenever they transmit an 1? hypothesis. Ihus, the scope of the receiving node’s
area-of - in terest  on Ii dynamically expands in response to the reception of L2
hypotheses.

- When KS? discovers the need f or the L i  information , it expands the scope of the
node’s area-of-interest so that it is capable of representing the needed information if
it is received. KS? then processes as best it can without the information, perhaps
creating no L3 hypothesis. If the needed Li information is subsequently received,
KS? can be retriggered to re-evaluate the earlier action and perform corrective
modific ation if needed.’

The suggestions here for defining the a rea-of- interest  of a node are only one possible set of

Th.r. ar. a variety of app roath. , for sc ’ lu ,rin$ the rw.’d.d ,nfo rma ti on w h,c h invo lv, mora sli pti cit communication anion,
nod as Fo r s amp le , attac he d to •ach transmitted hypo fh e~,s is the name of th. sander so that st ir point-to—point
cr ’nini uo,t. tio n m,1ht be ,ut .hi isi *d Even fh ou,h the ba,ic •pp roach to internode commu nication developed hsr. is bsa.d on a
more imp t~ci t co mmu n,c.t ion app roac h (s ,m ,ls r to the way KS. commun icats thr ou~li th. blsckbo .rd), we bri .fly discuss porn.
of hess more isp icc it ipprs.c h.. ‘ci Sec 4 4 2
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guidelines; others could be used. The area can also be adjusted dynamicatly to adapt to changing

con ditions, such as movements of the node or its sensors or changes in demands on the node’s
processing or memory capacity. What is important is that each node has an area-of-interest that

defines its blackboard and thereby puts bounds on the area in which local processing can occur

and on what infor mation is important for it to receive. As suggested by the examp le in this

sec tion, the particular sections of the a rea-of-interest from which information needs to be

trans mitted and received are tas k-spec if ic , depending upon the specific requirements of the KSs
and their selection and focusing in the network.

4.2 Network Confirurations
Within the guidelines developed so fa r , a var iety of organizati onal structures can be

imp lemented in the network , depending on the se lection and focusing of KSs in each node. For

examp le , if all nodes contain the same set of KSs and levels , the network structure is “flat” and

information fl ow is essentially lateral . Thi s is the simp le struc ture of the system used for the

experiments described in the rest of the report. f igure 4a represents such a flat configuration.

More comp lex processing organizat ions occu r where there is a non-uniform distribution of KSs

and levels across the nodes. Figure ‘lb shows an overlapping hierarchica l structu re. Figure 4c

shows the implementation of what is called a “ ma t r i x ” conf i g urat ion in organizational structuring

( ‘ r r . , for examp le , [Gal braith 73]). In this configuration , each of a set of general-purpose nodes

(a t the higher levels) makes use of information from towe r- level  specialists.

f pu re 4 shows simp lified schematics of the confi gurations , indicating the levels in eac h node’s

area of- intere st , its approximate position in a one - dimensional location scheme , and the internode

communica tion paths. This figure does not indicate the intensity of communicatio n, fr om what

ct’ tions in an area-o f - in te res t  information is being transmitted , whether the paths are

bidirec tional , or the actual shape of the area of- interest - - va rying these parameters leads to

greater  varieties of network configurations.

The emp hasis throug hout this report is on the flow of information among nodes, with each node

coope rating but having control autonomy. Within this paradigm , various control relationships can

hr ‘ yrithrsi~ed imp lic itl y by establishing p?rt i c u la r information flow paths , resulting in appropriate

data-d i rec ted  act ivi ty of nodes . A more exp licit imp lementation of control relationships can be

intrgraled wi th information flow through the use of a mechanism in Hearsay-Il called a process ing

gm 1 [Lesser 711 Thi s is an information structure a KS creates on the blackboard as an act ive

requ es t for information of a particular type. K Ss which can produce such information may then

respond to the goal in the same way they would to the creation of a relevant hypothesis. When a

goa t is transmitted between nodes, as with any other hypothesis , the same kind of

request-response activity can occur . A more extended version of this notion which involves a

two-way dialogue is the central idea in the contract net formalism for resource allocation In a

distributed environment [Smith 78J
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4.3. Internod. Communication -- Mechanism
In a Ilearsay-lI system , all inter-KS communicatio n is handled indirectly via the crea t ion ,

modification , and inspection of hypotheses on the blackboard. T his same mechanism may be used

for internode communication. Consider a Hearsay-Il system operating at one node in a network ,
wi th its area-of- interest defining the scope of its blackboard and hence the possible areas of

attention of its KSs . Now consider adding to that node a transduce r KS w ith access to a

communica tion medium (e.g., packet radio) for receiving messages fro m other nodes describing

their hypotheses; if this RECEI VE KS modifies its node’s blackboard to reflect those messages ,

other l(Ss in the node can use this information. likewise , a TRANSMIT KS can se lect hypotheses

on the blackboard and transmit them for reception by other nodes. Figure 5 shows a network of

suc h systems.

The decision to use the blackboard as thc sole means of KS interaction in Hearsay-lI was made

to provide uniformit y and to keep XSs relative l y independent of each other. The same advantages

accrue by using the blackboard for internode commu nication. A KS is triggered by and uses

informa tion on the blackboard independent of what other KS created it; thus , inf ormation placed

on the blackboard by the RI CEIVE KS is auitooiatic all y usable by the other KSs , indistinguishably

from locall y genera ted information , likewise , each KS posts its results on the blackboard without

concern for what other KSs might use it; thus , the information to be transmitted by the TRANSMIT

KS is already available on the blackboard.

A node could transmit , in addition to hypotheses , wai ting K S activation records fro m its

scheduling queues , in order for them to be exec uted at another node. If a node receiving such an

ac t ivat ion record has both the KS and blackboard data needed for executing the act ivat ion , the

data-di rected nature of KS act ivat ion would have already created an equivalent activation locall y.

If ei ther the KS Or data are not present , the act ivat ion could not be executed by the receiving

node. Thus, ii is redundant or uc~ less to share the scheduling queues. 1

K Sc in Hearsay-Il interact asynchronousl y. 1h~t us , a KS tri ggers whenever an event occurs of

interest to it and, w hen executed , makes use of whatever relevant information is available on the

blackboard to make the best statement it can about the situation. Such asynchronous intranode

operation naturall y allows KSs to handle asynchronous internode communication without

modific ation.

4.4. Internode Communication -- Policies
The ability to run asychronously eliminates the need for commu nication costs of synchronization

and simplifies the interaction mechanisms. lhcre is still a need to reduce the amount of internode

Wi are aas umici t her, th a t the environment for KS eseru ti o n (us . th. KS itself and the relevant blackboard dats ) us not
transmitted On. could co ns,d. r t ra nsm itt un~ such ,nfo ,mstio ,, wi th KS activations for internode toad-belancinl One could ulso
con s ider Irans mi tt i n~ ac tivation , and the nod, ’a prior i t y eva luation of t hem in order to influe nce the sch,d ulin~ decisions of
other node.
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communication white providing each node with the information needed fro m other nodes (i.e.,

guaran teeing level and lateral connect iv i t y of KS process ing) . Internode communication can be

reduced by limiting the amount of informatio n t ran s mi t ted , the set of nodes to which any part icular

message is transmitted , and the dista ux e the message is t ransmit ted.

A (Pntra luled lte~irsay II c y ’ .tem mti r .t limit the number of hypotheses c rea ted  on i ts  b lackboard ,

in order to avoid a combinatorial exp los ion oI KS activit y in reMtion to these hypotheses. The

primar y mec hanis m fc~ l imiting the number of hypolhe~.er. is the s t ructur ing of a KS as a generator

fu inc l ion One a c t i v a t i o n  of a KS c an  c r c ’a te a few most credible hypotheses. Stagnation of

progre’- ’; of tho ’.e hypothe’.es an tri ~’r’r-r new ac t i va t i ons  to create alternative , Ic’’. credible

t i - p ~iot f i ’ - .es A ’ync hronoiis K S i n t e r a c t i o n , as d ’ - - . c r i becl above , permits the additional hypo theses

to he ex plo i ted in the s.ime manner as the orig inal hypothc;ec . Similarl y, to a distributed system a

nOde does not need to t ransmi t  all i t’. infor r at ion; rather it ca n se lect  i t’ . “best” and subsequent l y

e’.pond to the need for additional in formation by t r ansmi t I ing more.

T tip tr  ?nsm iss ion of a pi~~ r’ of inform ation i’ . w c i r thw h i l r  onl y if it is received by a node that

fund’ ; it relevant.  At one ex t reme , e ac h t r an ’ .mis’ .ion could go to all nodes and each node would be

i’’.pons i hle for ‘ d e c  Im p, re levan t i r i f ~~r r i ~ , i~ t o r i  f r om i t ’ , rec er ve ct  communicat io ns - t it ’ , global

• hr oadc a’.t sc heme would require re l a t v ii y hig h ba ndwidth . A l t e r n a t i v e l y, the t r ansm i t t i ng  node

0111(1 know ~~liic h other nodes ~~~ lit hr In u - - t e d  in the m n Io rm~ t ion and thereb y d i rec t  t he

ommt inic a tion ex p lici t l y. The cost  of r:.i- nt .~InIn i’ such a comp lete d is t r ibuted knowled ge of what

is re levan t to eac lr node would be hi1~im , i- i c c  n a i l - ,- s ince the in fo rmat ion  changes as the problem-

o lvinf’ p rog res ’ .e’. lh’~ ‘. l i-mi’ we n i - . r lc ’ r here i’ . a local  t ransmiss ion based on local

know ledge of re levance F ac Ii n -ss , m~’p o- t r , in’ m i f f e d  to a f ew neig hboring nodes . When a node

r e c e i v e s  inf ormat ion relevant to it , it inc orp or a ! e s  the in fo rmat ion  into i ts problem-solving sta te .

Thi s  ac lion may mm t u rn  tr l’~’rr lii - node to m m I r a n i . i v r t  the information (perhaps modified by it ~
know ledge) , on the bas is of i ts  local  koo~~l m - i l ~ m’ of r r Ie - ~- aoc  e

I tir’ I r an’.mnis’.iori of a lis ted  sm f i r - f  of a node ’s m l  (mc m, ii no to a limited subset of other nodes

load’ , to an incrementa l  t ran smission of in format ion w ith  proh lem - solving processing at eac h step,

‘.irri i lar to the relaxa t ion paradigm lPo’ .~ nfrId /61. ihi’. t r , i’ n. r-rvs ion scheme results in what can be

t h o u ght of as a “spreading excitation ” of import a nt  news throug h the network. As in relaxation .

the propagation of a piece of inform ation dies out a’. it reaches nodes tha t find it i rrelevant Or

tir rimp or I ant.

I O( ~l know lrct u’ r ’ based proccs ’ .ing at each ‘t rp of the transmi ss ion can serve to co r rec t  errors

in h ut” inf ormatio n, inc Riding error ’, in t r o d t u  ed by the communication process itse lf . Since

co mmun i c at i on  is u n ~ remental , th us error  co r rec t i on  capabil i ty can serve to limit the propagation of

e r ro r s , as Opposed to a global broadc ast sc h eme , which propaga tes them wide ly. One drawback of

thin inc remental t u ancmi~ cion s t ra te gy  i’. the ir~ re ase in the time needed to communicate important

informa tion arro’.s the net , because each local step adds some delay. However , a node’s

information u5 p,eruerally mos t directl y relevant to nodes nearby, and the information contained in

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ . -~~~~-~~~~ -- -  - - -
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these neighbori ng nodes is generall y more constraining (i.e., erro r -correcting ) than that of nodes

farther away. Another drawback is the possibility that the transmission of important information

- :  will die out because the local measures of importance may be incorrect. This danger is reduced

because of the correlation between the proximit y of nodes and their measures of relevance. It

can be reduced farther by increasing the richness of connectivity of the internode communication

paths , at the cost of additional communication.

In or der for one node to have information relevant to another , their areas-of-interest must

over lap, since each node’s area-of- in terest defines what is of interest to it. Thus the selection of

areas- of- interest also const rains the potential internode communication patterns. The criteria for

select ing the area-of-interest given in Sec. 4.1 led us to place the center of a node’s area at the
location of the node’s sensors. Thus , ge ograp hicall y proxima te nodes - -  i.e., those with sensors

proximate in the location dimension -- have more overlap in their areas than nodes which are

further apart , and therefore have more to communicate.

The incremental communication strategy i’. also more economical , since communica tion between

nodes is generally less cost l y the closer they are. This is certainl y true if the communicat ion

medium is hard-wired tunes. It is also true for radio; in fact , as the distance that messages need
• travel is reduced , the power requirement is reduced (and with it the cost of hardware) . Also , the

same broadcast channel can be used simultaneously in diffe rent parts of the network without as

• muc h interference.

In order to imp lemen t such an increment al communication syste m , three policies must bc’

speci fied:

- the RE CE IVE KS’s integration of received informa l mon onto the blackboard ,
- the TRANSMI T KS’ s selection of information to transmit , and
- the determination of which nodes will communicate.

At the heart of these d i fferent policies are measur es of the re levance (i.e., expec ted impact) of

• information for the processing at individual nodes . Ac described in Sec. 2.2, es timating impact is

an imp ortant part of the focus-o f -con t ro l  m r - s lid for the central i zed problem-solving system and

meta-inf ormation (c alled the “focus- of -contro l  da tabase ” ) p lays a key role in this es timat ion.

Because thus meta information at tempts to niea’.lurc the current state of progress in the problem-

solv ing syste m~ it requires a global view of the pr oblem-solving database (the blackboard ) . In

a ttempting to develop mechanisms to distribute the meta - info rma tion among the nodes, t here  us a

t radeof f  between the accuracy and scope of th us information On one hand and the cost of

acquiring it on the other . The more a u c u r a f e  and globall y represen tative this meta- informat uon us ,

the better the estimate of the relevanc e of loca l processing to other nodes. Better estimation

leads to lower transmis s ion bandwidth requrrement s , less redundant processing, and more

resp onsiveness of the system to new , impor tant information. However , the cost of acquiring the

more accurate meta-- informatuon has its own attendant bandwidth and processing costs that can
possibly outweigh the advantages of better local estim ates. This tradeoff is classic to all

res ource-allocation problems, i.e., the cost of doing the allocation (in terms of pr ocessing and

inf ormation acquisition necessary to support it) versus the resources saved by doing it.

II— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - — -~- ——------ ~~~~~~~~~~~~~~~~~~ — -
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4.4. 1. Tb. Basic Policy
The basic policy for communica tion to be cons idered is for a node

- to accept  any received i n fo rmat ion  t hat i’ representable within its area-of- intere st
and to integrate that information onto its :kboard as if it were generated by local
KSc (and hence update its meta information according ly ) ,

- to select for tr a ncmus ’.ion tho’.e hypothe ses whose estima ted impact is highes t and
wh ich have not been previously t ransmi t ted , and

- to broadcast them to all nodes that can receive the communication directl y.

Thi s policy is simple in that co mm c ini ca tu o n is not directed to snecifuc receiving nodes , rio
distinc tion is mac be between locall y generated and ex ternal l y received hypotheses , and the
mechanism used to control local ac t iv i t y i’ al ’.o t i red to select  hypo theses to be tran s mdted .

Thu c policy le,id’, to the same kind of ge ner ator behavior that is produced in the local KS
a c t i v i t y: Hug h inipac I hypoth eses (hoc all y dcc md ccl) arc In an- - mi t ted  init ial l y. If , af ter a time , no
hig her - i m pac t  hypothes es arr ive on the ncir lr”c blackboard (either generated locally or received
from some other node) that suibsl ume or comp ete wi th  these t ransmit ted hypo theses , the
ct a i~nation mec hanism will cause other , pm evic uu st y lower- ra ted hypotheses now to be rated
high impac t and hence t ransmit ted.

Since a nodr”c mefa in form at ion is c t u c i n ~ lv dependent on thOse hypotheses that are judged
hug h impart , and Since it i’ those h~ OoI I ie - .r- ’ . ~~hu ch are t ransmi t ted , a receiving node , by

r incorpor at ing those hypo t l i r - ~~’. and modif ying, i t’ . nie ta- - mn form a tuon according ly, wil l  imp licit l y
uni- o rpo ra t ~ a lar~. r part of the sender ” . r m- !rs: an t me ta - in fo rmat n o n . Thus , the  rneta in format ion
will also be “retax ed ” a c r o . s  the ni-~~~or k

Wn will now discuss Some var ian ts  of I fs ’ - tns i c  policy. These respond to p~,rt icu la ’
c hia rart e r is tir s of the problem solving ta ’ -~ and the co ’ nm im n ic a t io n channels

4 4 2 Variants
If the reliabilit y of the problem solving pmo c m - - . ’ ing u’. such that most hy p ot he’.e’ . o~ ‘- ‘~ al l  ‘ u - i ’

arc ’  incorre ct  and if most of the small -- c iip e hypc ’ml Ii e’ .r — ’, car - c he refuted by add - t una e’ - - “‘ -s ‘Tr wi th in the cr eat ing node, then it may be bet t e r  to transmi t  onl y h ypotheses for which I’ “ node
ha’. exh austed alt of its possible local pro r ‘. ‘.m n~’, and which come throug h that p’o e- ‘. -ng w - ! h  a
hig h impact mea’.lire Thu r . s t ra tegy ,  cal l ed lulcoIly cr -m mmu p let e , can 1) reduce the commi i~’ c  ,it on

bandwid th needed , since fewer hypotheses need to be sent (jus t those that survive unrefuted ) , 2)
red u ce the processing requirements of the receiving nodes , since they will have fewer hypotheses
to incorporate and judge, 3) av oid redundant communication in the case that two nodes have a
la rge area- of- interest  overlap, and 11) incr eas e the relevance of transmitted hypotheses because
their scopes are larger (due to the additional processing) and thus more likely to Overlap
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areas - of-in terest of other nodes , The potentia l disadvantage is the loss of timeliness - -  the

earlier transmission might provide signif ica nt constraint for the receiving node.

A technique we call murmur ing can be toed to improve the reliabil i ty of communication. In this

Icc u nique , a node r e t r a n s m i t s  hig b - ump M t hypotheses. A simp le approach is to mu rmur

periodicall y, independent o other comm u ni c ation . A more efficient approach is to murmur

hig h impact hypotheses unless the node re ce ives or ge nerates higher- impact hypotheses. The

st agnat ion measures (see Sec 2.2) can be u’.ed to imp lement thus s t ra tegy.  Murmuring us a

H knowledge based technique t h at car -u he used to cor rec t  for lost co mmunications due to

intermittent channel or node f a i l u r e s  and to bring up to -da te  new or moving nodes , thereby

gaining some measure of d~ namuc ne t w o r k  c o n f i g u r a t i o n . Th u mechanism has the adva ntage of

preserving anonymit y of corn - nu in icat ion and requires no explicit hand-shaking or acknowled gment.

T hmr ’  nier hanisms descr ibed so far  m n , u l - .-i’ the a quuis i li on by each node of a model of the

o h cs ’.ing s t a t e  of other nodes ump lmc f l y  t rm ’ o i u p .h the problem- solving information received by the

n ode . Suc h imp l ic i t  mechani s ms are simp le , b u t  may not be e f f i c ien t  enoug h for some cases. For

e~ ,i”)p le , the assumption that noch-s which can co mmunicate d i rect l y  have overlapping areas -of-

m n t i ” re ’ .t is needed to gua ran tee  t hat  r e Ic- ~ ant and needed unformatuon us propagated throug hout

thin network;  if , however , there are d isc on t m nu l ie ’ . or in m . uu f fu c i ent  redundancy in these overlaps , a

moor e exp licit mechanism is nr’rdrd to guarantee a r ich enough connec tivi t y to handle the problem-

‘.otving.

One way  to handle suc h problems is for a node to transmit a desc rip tion of its a rea-o f - in te res t ,

ex p l ic l l y indicat ing what kind’ , of inf ormat ion it needs and what kinds it can produce , i.e., i ts

i ’ u p m i t / ou t p i z f  (1 (1) ch~~r~ c ter ~.c t i c s . E a c h  rode rece iving this message responds wi th a rep ly

not a inmnp. it :. I/O c h a r a c t e r i s t i c s . If t i e  in i t iat ing node us unsat isf ied wi th the r ic Fi ne r -s of the

ne~p hhorhood c onnectivit y imp lied by the responses , it ca r - c transmi t another message , indicating

whi c h of i t’ . I/O req u irements are not su f f i c ien t l y sa t i s f i e d  and requesting its neig hbors to ask

the ir neig hbors , in turn , to fu l f i l l  them . T he init iat ing node can continue expanding the area of its

requ est untu ’ all of i t ’. requirements are met or u n t i l  it decides to give up. Subsequentl y, the

interm edi ate neighbors will act  as s tore and- fo rwa rd message processors supporting the desired

connect iv i ty.  This provides a merhanu sm fo r generating exp licit communication paths between

noclr’ c that have no direct communication capab i l i t ie s . Thus may be necessary for some of the

more comp lex netw ork configurations , e p , a’ . in I igure 4c , in whic h overlappung areas -of- interest

do not necessari ly imp ly the geograp hic proximity of the nodes.

This process can be viewed a’. the dynamic increase of the a rea-of - in terest  of each

intermediate node so that it can now accept the kind of information that it is being requested to

forwar d. Even though the intermediate node mig ht do no local problem-solving processing of thus

information , once it has accepted it , the normal cr i teria for transmission can handle the forwarding

func tion.

4 1
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Modification of a node’s area- of-interest in response to exp lici t meta-information can atso be
use d for resource allocation. For examp le , if a node has completed aft possible processing within
its area- of-interes t and does not expect any new task:, to appear within that area-of- interest for
same time , it may be worthwh i le for it to advert ise for new work , using a mec hanism similar to

-
c 

that used for insuring connectivity. On the other hand, if a node finds that the demands on i t s
• local processing power are too great , it mig ht shrink its area-of- interest , thereby reducing the

domain of its act iv i t y. If there is suff i c ient overlap of areas-of- inter est , this results in just a
reduc tion of redundancy; it the overlap is not sufficient , a renego tiation , using the I/O
cha rac ter ist ics , is needed to assure coverage of the whole problem . An exploration of these ideas

- 
I wilt appear in Elesser 79].

It may be useful to transmit other meta-un tormation with hypotheses: for example , the name
and locati on of the sending node, the time the hypothesis was generated , the amount of computing
ef for t expended on the hypothesis , and the number of nodes that previousl y processe d the
hypo thesis. The receiving node can augment its meta-inform atuon with this information.

Figure 6 summarize s the design decisions we have made along each of the dimensions of Fig. 2.

** INFORMATI ON **
Di’.tr i bution of the blackboar d:

- The scope of a node ’s local blackboard defines its area-of- in terest ,

Transmissi on of hypotheses:
- A node transmits hypotheses to a local subset of nodes.

** PROCESSING **
Distr ibut ion of KSs:

- Each node has a subset of K5s.

A c iess  to the blackboard by KSs:
- A KS act ivat ion can access only the blackboard in its local node.

** CONTROL **
D’’.truh ui tu o n of KS act ivat ion:

- A change to an hypothesis act ivates KSs ont y within the local node.

Distribution of schedulung~and focus-Of - control:
- Eac h node does its own schedulung, based on local information.

Figur. 6: Design decisions for a network of Hearsay-Il systems,
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5. THE EXPERIMENT
An experiment was performed to determine how the problem-solving behavior of such a

ne twork of Hearsay-Il systems compares to a cenfra li7ed system . The aspects of behavior studied

include the accuracy of the interpretatio’ i , time required , amount of internode communication , and

robus tness in the face of communication errors. ihis experiment was a simulation Only in part ,

sinc e it used an actual interpretation system analyzing real data , i.e., the Hearsay-I l speech

understanding system [Irman 79].

5 1 SimuIahin~ a Network
T he simulation aspects  of the ex periment involved emulating a distributed network of nodes

with a broadcas t communicat ion  s t r u r t u r e  Ihi’. w as accomplished by developing a multi-j ob

coordination fac i l i ty  for the Decsys te m 1 UPS- lO operating system . Thus faci l i ty coordinates

communication and concurrenc y among a col lect ion of independent ‘obs , each running a Hearsay-Il

s peech understanding system T he network  con imiunucati on s t ruc tu re  us s imulated by a shared tile
that holds a record of eac h t r a ’~- ,mi’ . ’- io n in the network and additional information , such as when

and by which node it w a ’~ ge ner ated and w h c f n  nodes have read i t .  All lobs can access this f i le

throug h an internode communication handur  added to the ha- ic Hearsay-Il sys tem . The simulation

of conc uurr t ’ ncy among the jobs is ~r omp h ’ .iird by keeping the lobs ’ clock-t imes in step ; each time

a job makes a requ est to t r  ~‘r’ .mi t or rc ’ i ri\  e internode communication , it us suspended if i t’. local

F 
processor time u’ no longer the r- , n- ,.1h ’- . f  In this way, the simula tion of concu rrency is

r ivent -dr iven ra ther t h i n  samp led ; lhi’. pn’ mi tc  accura te  measurement and comparison of

concurren t eve nts across s imulated nodes

5 2 Selection of KSc and Areas-of-interest

A malor design decision in the dr’ ompn’.i t uo n of a sy- .te m is the sel ec t ion and focusing of KS

processing at ea ch nod e. In the c ase of f t i -  He.u’ ‘ .,uy II speech understanding system , the decision

w i ’ - to alloc ate’ all the KSc to eac h fu ll’ 1 tn( ’  area of-inter est for each node has all the

infcirm at ion levels , buit is rest ruc ted to a statica ll y assigned segment of the location dimension, i . e..

to a cepment of the spcc ’c h signal . iwo a’.pect s of the par ticular blackboard structu re and KS

conf igura t i on of the Hea rsay- l I system used in thus experiment motivate thus design.

Th u r .  firs t a~pect concerns how hypotheses are located on the blackboard. The unformatuon

leve ls of the Hearsay-f l  speech understanding system are shown in Fig. 7. The position of an

hypothesis on the location dimension us defined by its t ime segment within the spoken utterance.

For example , a hypothesis might be’ thaI the word “today ” occurre d at the word level from

millisecond 100 to millisecond 600 in the utterance. One can think of each node as having a

micr ophone sensor which acquires its input from a segment of the utterance. As discussed in

Sec 4.1, it is natural to define a node ’s i, rea-of - interest  as beung centered, in the location

dimension, over its sensor’s area. T hus we arc Lcd to a one-dimensional network with each node

l is ten ing to some por tion of the utterance and with the portions otierkspping. 

— —~~ ~ 
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Figure 7: I ev e ls and knowledge source’, of the speech understanding system . The
levels are indicated by solid horizontal lines and are labeled at the le f t .  K Ss are
inuj ic a led by ve r t i ca l  arcs  wi th the circled end indicating the level of its input and the
pointed end indicating the level of it’. output. T he name of a KS us connected to its
arc by a dashed horizontal tine’.

The second aspect concerns the propagation of information across levels of the blackboard. KS
proc ec ’.ung in thus version of the Hea rs ay II s peech s~~’,lem (see Figs. 7 and 8) us bottom-up and
pipeluned (without feedback ) until the wor d h- . el us reached; i .e., al l  segments are created , then  all

s , I ,ul , le’. then a selec lion of words Ad i l i t uor ,all~’ , the c ontn~ I of hypotheses required for KSs

operat ing at these levels is hig hl y local i zed in terms of posit ion within the u t terance - i .e., in the

b r  atuon dimension lhui’., by c hoo’.ing the a re a s of inter est to have su f f ic ien t  size and overlap in

thr b c  a tu oru dimens ion , it us po’ ‘. u ble to gu: , i rar i t i-e that all bo t tom up processing to the word level
c a n  be accomp lished wi th no internode dn’ - ’ nui ni  a tu on i . e’ there us no need for communication

to mainta in lateral  conn ec t iv i t y for this pr od r ’ - - . inr, - - - at the cost of possible redundant processing.
The “suf f i c i e n t”  size and overlap c r i t e r i a  muu’,t be suc h that aU possible valid hypotheses at these
levels can he hypothesized because their tuni c regions lie totall y within at least one node.

Above the word level , a more increment a l , data - d i rected form of pr ocessing occurs in which the
c o n t ex t  of h ypotheses required for KS proce’.cing cannot be localized in the time dimension. In
pa r t icu lar , phrase hypotheses must be tr a nc mut le ’d among nodes.

Achlil uona ll y, KS process ing at the phra’ .e level often requires the detailed character is t ics of the
und er l yi ng word support for the phra s e abstractions. As discussed in the example in Sec. 4.4 .1 ,
there ’ are a number of possible approache s to providing the appropriate information to a node.
The approach taken here is to transmit exp licitl y with each phrase hypothesis the name, rating,

and time-region characteristics of each word contained in its underlying word support. However ,
t here is still a limitation on the scope of a node’s area-of-interest at the phrase level since local

— — .  ~~~~~~~~~~~~~~~~~~~~~~ 
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Sij~naI Acquisition , Parameter Extract ion ,  Se~ mcnIation, ~ labeling:
- SI G: ihe si gnal is digitized, a set of parameters is created, and a labeled

segmentation is produced.

Word Spotting :
- IkThA : Erom the segments , syllable hypotheses are c reated.
- MOW: From the sy l lables , wo rd hypotheses are created.
- WQm)-C1l: T his “word-c ontrol ” KS controls the number of word hypotheses that
MOW creates .

f ’hr,-i’.e- Island Generation:
WOl~l) SI Q: F rom the word hypotheses and some grammatical knowledge, word

- 
- su’qti rnces arc crea ted that represent pobential phrases.

- WOUI)- SI 0-Cu : T his controls the number of hypotheses that WO RD-SEQ creates.
- PAI~SI : Given a word-sequence , thi s KS attempts to parse it. If successful, a ph rase
hypothesis is cre,iled.

P h i  ,t ’ e w t -n ding:
- l’I~I l) l C I: Given a phrase , this KS predict ’ . all possible words that might syntacticall y

p r i ’ cu- cle Or follow.
- VI P11 Y: Given a phrase and predicted word , this KS rates how well the segments of

t hu utterance support the wo rd~s ex i s tence ad jac e nt to the phrase.
- (~~)Nc A1 : Given a phra~e and ve rif ied ad jacent word , this KS creates a new phrase

l iypo the’.i’. of the extended phrase .

I~. l t u I.il tinCL~~~ l In te rp re ta t i on :
- Ul’ i) l T I n ’ . KS gene ra te s  a rat ing , f o r  e ,~’h new or modifie d hypothesis , using

in format ion  plac ed on the hv potlursi ’ . t)y other KS’ -
- S lOP: liii’. KS ~Iu cud o ’ , w hen to h i t  pro(e’ .sunç’, (on the basis of funding a complete
‘- “nIt-ne c v.’ i t l i a su f f i c ien t l y hug h r a t i o ’  or on the system ’s expending a prespecified
amount of resources) and selects a phrase hypothesis (Or set of phrase hypotheses )

the out put.
- ~.! MANI: Ch-.- - n  the select ion output , thu’ KS generates an interpretation in an

uniruiL iiguoui’ form for interact ion with the unfo rm at ion - re truevaf  system to which the
is - o r  us speaking

Figure 8: Functional descript ion of the speech understanding KSs.
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K S processing at that level can merge disjoint phrase hyp otheses into an enlarged phrase
hypothesis only if their juncture at the segment level is contained in the area-of-interes t of the
node. This requirem ent must be met in order for the KSs to asce rtain that particular acoustic

phenomena occur at the juncture. This imp lies that a received phrase hypothesis that does not

overlap the node ’s area-of-interest at the segment level should be discarded.

5 3 Commun ication Str .t.~y
The previous section defines the t ype of informa tion to transm it (phrase hypotheses and their

under lying word support) as well as the policy for its reception (i.e., ignore all received

hypotheses that do not Overlap the area of- interest).  What remain to be described of the

communications strategy are the mechanisms for determining which phrase hyp otheses should be

transferred and to which nodes the y should be sent. Three policies were explored fo r selecting

hypo theses to be transmitted.

The first policy , called “full transmission ”, is to have no selection criteria and to transmit each

phrase hypothesis as soon as it us created. ihis policy provides a ben~hmark for the other

polic ies and simulates a nonsynchronuzed, ce ntratu zed blackboard at the phrase level.

The second policy, called “dynamic thrcsholding ”, corresponds to the basic policy presented in

Sec. 4.4 I and uses the local focus-of-contro l  database as a basis for evaluating the importance of

a loc all y generated phrase hypothesis. T he fO(uS-Of-control database keeps track of the best

phrase hypothesis created (or received) for each time area of the utterance. The criterion for

“be’.t” hypothesis is constantly re-evaluated on the basis of whether a hypothesis has been

successfull y extended into an enlarged hypothesis - if not , its rating is decreased , possibly

resulting iii the choice of another hypothesis to replace it as. the best in the area. The criterion

for transmission using this policy is straig htforward: transmit an hypothesis when it becomes the

bes t in its area.

The third policy investigated , called “locall y complete ”, is to transmit an hypothes is if there is

no more loca l KS processing that can he performed on the hypothesis. This condition is

recognize d when the acousti c region of an hypothc’sus “almost” covers the node’s acoustic area-

of interest. This policy implements a sump tif ied version of the locall y complete strategy presented

in Sec. 4.4.1. This version is simplified since the impact of a loca lly comp lete hypothesis is neve ’
exp lici tl y evaluated. Rather , the successful extension of a phrase hypothesis to the boundaries of

the node ’s area- of-interest is taken as an implicit ind ication that the hypothesis is important and

should be transmitted. Additionally, in order to minimize the number of hypotheses transmitted ,

none of the intermed iate phrase hypotheses used in the const ruction of a locally complete

hypothesis are transmitted.

Due to the static allocation of the areas-of- i nterest and the sma ll numbe r of nodes (a maximum

of three ), a fully connected communication configuration was chosen. Thus , we are not able to

,
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test more complicated and selective communication strategies in which a limited subset of nodes
receives each transmission, In this broadcast strategy, all nodes receive the message, the sender
does not receive a positive acknowledgment that the message has been received correct ly, and

the receiver does not know the identity of the sender.

5.4. Knowl.dg.-Sourc. Chang.s
Another aspect of the decomposition needing clarification is the changes made to the knowledge

source configuration of the centralized system . The major change was adding the communication

KSs. Additionally, several c hanges were required in previously existing KSs to remove implicit

assump tions (sometimes very subtle) about the completeness of the information available at the

time they execute. For example , the PUt I)IC1 KS, which uses syntactic knowledge to predid the

se t of words that might precede or follow a phra’ .e hypothesis , uses the following heuristic:

If the number of words predicted in one direction is muc h smaller than the number in
the other durection , predict only in thr d i r e c t i o n  of the smaller number.

Th is. heuris tic attempts to app ly the greate s t  constraint as soon as possible - -  the assumption is

that when the extended phrase(s) us (are) it’ turn e’~tended, the added constraint of the initial

extension will reduce the number of word’. subsequentl y predicted on the larger side. Since the

verification of predicted words by the Vt f~tl Y kS us expensive , reducing the number of predicted

words is highly desirable

In the network sys tem , howe’ver , thu ’ heuristic ca uses a problem because the node cannot
extend the phrase in the desired d i rec t ion  if th e acou s t ic  information (at the lower , segment level)

i’ outside its a rea -o f - i n te res t  We’ cho’.e to handle this problem by modif y ing the heuristic to

select a direction that can be veri f ied locall y,  even if it means selec ting the direction w ith the

larger number of word s , on the assumption that the added local processing us still better than

introducing additional communication and possible redundant processing in some other nodes.

Additionally, some KS processing had to be modified to remove impficit assump tions about the

sequir’ntual nature of hypothesis generaluon. For examp le , consider a blackboard that contains the

two  phrases “WHAT HAs ” and “SMITH P11111 151111) IN 1914 ” . Suppose that as a result of processing

by the’ PRF DICT and VI PIFY KSc , the f i rs t  pf-urace can be ex tended to the right to include the word
“ SMITH ” . The CONCAT KS, which performs this extension by c reat ing the enlarged phrase
hypo thesis “W HAT HAS SMITH”, also c hecks whether “SMITH” is the first word of an already

exis ting phrase hypothesis , and in this case funds SMITH PUBlISHED IN 1974”. When it detects

suc h a situation , it merges these two phrase’s, grammar permitt ing, into an enlarged phrase. In this

case’, the result us the complete phrase “WHAT HAS SMI1H PUBLISHED IN 1974”. This merg ing
actio n is potentially very useful because it often eliminates the redundant computation involved in
incremen tally creating the merged phrase from the smaller one -- in this example, this would

1 Th. V IRIEY KS sis o h.d to b. mod,f ,sd so Dust it do.. not r.j.ct . word if thur. I in.uf f ic*nf d.ts In thu nod. ’~
•rou .I,c .ru-of-in t.r. .t to m.k~ s vshd d.cis,on
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involve creating the following sequence of phrases:
WHAT HAS SMITH
WHAT HAS SMITH PURL ISHE.D
W HAT HAS SMITH PUBlISH E D IN
WHAT HAS SMITH PUBLISHED IN 1974

Suppose, however, that the blackboard contains the phrase “HAS SMITH PUBLISHED IN 1974”

instead of “SMITH PUBLISHED IN 1974”. Now the CONCAT KS is unable to merge together the

ph rases, since the simple heuristic used for detecting merg ing situations does not handle the

situation in which the phrases to be merged overlap by more than one word. In the sequential

version of the Hearsay-Il speech understanding system this situation never occurs because each
t ime’ a phrase is enla rged by a word, the CONCAT KS chec ks for the possibility of merger (e.g.,

when either “HAS” is added to the end of “W HAT” or to the beginning of “SMITH PUBLISHED IN
1974”) thus always detecting the possibility of merg ing. However , in a network system with

CONCAT KSc operating asynchronously in parallel in separate nodes with incomplete and

overlapping local blackboards , suc h situations often occur .

The’ issues posed by the CONCAT KS can fur ’ generalized as the following problem: how to

avoid redundant computation caused by the geniration (or reception) of information that overlaps

or is subsumed by existing information. This problem does exist in sequential problem-solving

systems but often can be minimized by emp loying simple heuristics with a global view of the
problem-solvin g database - -  the centrali zed version of the CONCAT KS does this. In distributed
sys tems with incomplete and asynchronous processing, si gnificant modification to local KSs may be

required to handle this problem. Thes e changes may als o require communication of more detailed
charac terist ics of the abstract information. ’

This. instance of the problem was solved by modifying the RECEIVE KS. In brief , the following

heuristic is used for merging externall y received informa tion on the blackboard:
The RE CEIVI KS determines if thai part of the rece ived information totally contained in
the’ node’s a rea-of- in terest alre~. 

~
‘ c x i s t c  in whole or in part in the node. If so, this

inf ormation is removed from the rece ived hypothesis as long as the remaining part of
the’ rece ived hypothesis provides suffic ient context for local KS processing to
rec onstruct the received hypothesis (by the incremental extension of the truncated
version).

This heuristic attempts to decompose the received information so that the existing, centralized

checks f or redundant computation can be exploited.

For example , consider a two-node distributed Hearsay-I l system attem pting to recognize “WHAT

HAS SMITH PUBLISHED IN 1974” (see Fig. 9). Consider the situation in which node 1 generates the

one-word phrase “SMITH” and transmits it to node 2. Node 2 extends this phrase into “SMITH
PUBl ISHED”, “SMITH PUBLISHED IN”, and, final ly, “SMI1H PUBLISHED IN 1974” . While node 2 is

In Ih. •iip.rimunt, mor. d.t.ui.d chu r .ct .r i .tu c, of thu und~r Iyin1 word su pport of s phrs.. hypothuuii is tr .nsmit hud
w~il~ ,t ,n ord.r t o r .coIn,,. whst hsr th. hypoth.ii’, is .,th.r r.duv,d~n t or .ubsu nusd und.r u,ci,tin1 infor msti on in thu loc.I
bI.ck bo .rd
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U ir,ure 9. location of wo’ a- . a” i ar c -  u ’ . of - In~ ‘ r  c - I  in t w o  - node e’

performing these extensions , node I e~ tcnd ’. “~~~11l ” in the other dir ection into the phrases “HAS

SMITH” and “W HAT HAS SMIH”. Without the rc- ~ c v r ~ ’ hr ’ uj r s t i , when either node rece ived the

t ’x te nded phrase hypot hes s f rom the Oth e r it would ha ,r’ to repeat its loca l  pr ocess ing to

con struc t the comp lete sente nce

b r  examp le , when node 1 r - ~ ci . r’. ‘ .Y Iii F’i~~ ISIlE [) IN 19/4”, it would succes s ive l y generate

“HAS SMIT H PIJHI SHE 1) IN 19 ~4” and “W IIA I FIA S SM I-I P11131 151—f E B IN 1914” . However , wi th the

receiving heuri stic , nod” I w~~i j I d in’te . i:1 p~~~e on it s blac kboard the’ t runcated phrase “PUBLISHED

IN 1974”~ thu s can be merged d ire c t l y ~, - t h  ‘ W i A T lI,’u5 ~~~ 1iI ” into ftc- comp lete and co r rec t

phrase hypothesis

White thus rec . e ving h e r ’  I c  dee- . net r ’ m - n,du- all redundant computat ion , combined w i th  the

loc,- ull y comp l e t e  t r . . ,n’m- ‘inn s i r  ?ii ~~’~~ t d - i ’ s a - o d  a s u ’ n I f I c  ant amount of redundant computat ion

in our test examp les . The cost of I i - ’ . i ’ -  ~- - is the added computation to acco mp lish the

inc remental recon ’ .t r uct ior u and the c 1 ’ - ’ a~ in t i - r  r - 1 f e c t uv e  II’ c ’ of information caused by the t ume

required for the rec onstruction

Th ese K S chanp.es are nc- I in t i~ -m’.elves I r -  u n r t a n ~ We desc ribe them to give the reader a

feeling for ‘s t i r s  in orga ni?unp, kno~~Ird c-r ( i i —  , al g or i t i - rns  and heuristics) for a d i st r i bu ted

environment . These p articul a r c ’r - u n f ’ c ’ . incus on the ’ prohlem~ of proces’.ng with incom plete

information and merging overlap ping infor ma tion Hoth prob lems are caused by the asynchronous

operation of the system . These’ same problems do occur in the cent ral ized Hearsay- Il system ,

because of the a’ynchronouc interactions of f<~~~’. However , in a centralized environment it us

easier to build partial sequentu aluza tion c which reduce these problems. And in some cases we dud

not even realize that we were building in such assumptions.

6 RESULTS
There are two main purposes for p,atherinp, experimental data on the performance of a network

of Hearsay-Il sys tems. The firs t us to provide empirica l evidence for the asse rtion that the

additional uncertainty introduced by distribu tion ca n be handled within the basic ,

uncer tainty-resolving mechanisms of the Hearsay-Il a rchitecture. The second is to see if there are

dynamic interaction phenomena among the nodes that we had not anticipated from our static
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anal ysis , par ticularl y phenomena dealing with communicati on bandwidth and overall performance.
(It should be stated that some of KS changes discussed above were suggested by experimen tation
with ~arI y versions of the network Hearsay II system.)

6 1. Network ~qrsus C.ntr.lu~ed
The most important experimental result s come from comparing the performance of a three-node

He’arsay~ ll system with that of the central i zed version . Given the requirements described in
Sec. 5.? and the lengths of the’ ut terances in the test data , three nodes is about the maximum that
c~ n be used. (3oth systems were configured wi t h  the same task language (called “SS”) which has a

250-  word vocabulary and a very simp le’ g r a m ma r .’ We chose for test data a set of ten utterances
that had been understood co rrect l y by thr central i z ed system .

The node’s in the network we~e configured wi th extensive overlap between their areas-of-
inte ’rec t (tee Sec. 5.?). Figure 10 shows the ten sentenc e’s and the areas-of- in terest  for each of

them. The locall y c omplete s t ra tegy (see 5cc .  5 ~
) wa ’ used f or internode communication.

The’ network system cor rec t l y un’ler’ ,tnod all ten of the utterances. Thus , the uncer taint y
intro thuced by this d is t r ib ut ion  of the rroblrrn ‘ok in~ was handled by the basic Hearsay- Il
a rch i tec ture without the need for actif utu onal mechanisms 1 hi’ . basic result has been subs tant iated
hy consistentl y - correc t interpretations in ‘.r~ e ra l additional experiments wi th , in tur n, I)

decre ased area of - in ter es t  overlaps , 2) Ic- - s constra in ing grammar , 3) al ternative commun ication
poli iec (Sec. 6.?) , and 4) two - node con f ig u ra t i on .

F igui re ii i’~ a su mmary of the ewe uutu ori cos t ’ , for ru,nnlnr the-c  ten ut terances on the re two rk

‘.y’ ,tr’ m relative to the’ co’ .tc on the’ cen t ra lu z e e f  sys tem . l l iu’ summary is along two dimensions:
lf iv process ing time and the nu mber of phrase hypotheses generated and transmitted. As
th’scrihed in Sec - 5? , the s -Iec lion of areas - of inter c- -I fo r these experiments has led to a

onf ugurat ion in whic h all bottom up proce ’ .c ing thr oug h the word level can be acc omp lished wi th
no internode’ communication Since the pc i r p n’c  of these e~periments n. to investigate internode
coopera tion, as opposed to task r.pecif i par allelism, t i e  times reported are of the processing

af ter that bottom up phase has comp leted Note that  the re’ .ults of the bottom~up phase a re used
throu ip.hout the subsequent procrs- .in r. iii par tuc  uilar , the segment and word hypotheses within a

node are constant l y used by the node while ’ i r i - ~ r st i ~~at ir ’p .  the’ ex tens ion of phrase hypotheses .
The’ rat i onale of the distributed design us to avoid the transmission of the word and segment
hypotheses to a central  s i te When report ing process in g time in the network case, the time given
is the maximum time over the thre’e nodes , which is an est imate of the clock time of the simulated

network.

Thu t4.srss y - II Sp..ch tJvid.r.$snd n~ Sys t .m is ti~nf ,~ u~ai~ie wi th s v.ryrn~ rs~~s of t u b  ~~~~~~~ Th. 0.1 of s uimpis
~~~~~~~ r.duc.d thu si ,,oun t of comput.rit rusi -u rrus r.qu ’r.d f or thu u’ip rim. nts i run . 
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I or t i re  ne t w o r k  c y’ .tem , three count’ of phrase hypotheses are used. First us the number of

phrase hypotheses generated locally by eadi node, summed over the three nodes. This measures

the’ amount of search more dure c u l y than does processing time. Next is the number of these

hypotheses that were selected by the’ loc all y comp le te strategy for transmission. This is a

measure of the channel costs for comm uinuc atuon. Finall y, there is the total number of phrase

hypo theses that occurred; this is the sum over the three nodes of the number of hypotheses

created locall y by the node and the number of received hypotheses accepted by the node and

place d on its blackboard. ’ For eac h of these three measures , Fig. 11 gives the ratio of that

number to the number of hypo theses c rea ted  in the central ized system.

Ihe’ major concit icions that can rn’ drawn from the summary stat is t ics in Fig. 11 are:

- E f fec t i ve  cooperation was achieved among the nodes even though only 44,7 of the
loc ally genera ted hypothe ses were transmit ted , ibis represents 777 of the number
of hypotheses created in the central ized runs.

- There was a slig ht rpeedup of 10% in performing the’ interpretation above the word
level w i th  three nodes. ihuis , the int - rpr e tat ion took 2.7 (‘- 3 x .9) times as much
processing as c ompared to the centra l ized version.

Recal l that the times reported are of the b 1 -.h level , highly cooperative pr ocessing only. if the

bottom-up processing is included , which acc ounts. for about half the time in the centralized system ,

there is an overall speedup of about 60/ for the three-node configuration over the centraf uzed

ver ‘-io n.

We’ c la ssi fy  the incr e ’a -e in the total amount of high Ievel processing into three areas:

communication , inc omp lete info rmation for knowled ge app lica tion, and incomp lete me ta- informati o r i

for focusing.

Communication costs inclu fe deciding which hypotheses to transmit and accept as well as the

ph ys ic al act of message passing. Also , the ’ receiving node must merge accepted hypotheses into

ifs blackboard structure. ihese sending and receiving functions accoun t for about 6~ of the

processing time To reduce the size of each message , the grammatical structu re of the phrase

hypothesis us not trans mitted; rather , the’ receiving node recomputes that structure when needed,

thus. trading of f  additional processing f or reduced communication bandwidth. None of tnese

processing costs occur in the centralized sys tem .

lnrompl. t. information makes it more costl y to process hypotheses. As discussed in Sec. 5.4, the

heuris tic in the PPFDtCT KS for selecting the direction of predic tion was modified to be sensitive

to the node’s area-of- interes t. The inabilit y to predict in the direction of greater constraint leads

to more word verif ication processing. A more subtle ef fect  of a node’s limited area-of-interest is

a s hift in the distribution of the length of phrase hypotheses towards hypotheses having fewer

words . In general , shorter phrase hypotheses have less grammatica l constraint on the number of

‘Th is third numb., may b. ,,,oru or l,.q th an thu .um of lb. othur two bucaus . s t rs nsm ,tt .d hyp ot hs.ia I. acce phud by
r.c .’v mn$ m.d. on ly if it ov erla p’s thu nods ’s an us of- ,nf,r. ,t Thu ., an hypothesis tr ansmi tt ed in a three-nod. r~ twork might
be ac c.pfsd by s.ro, on. , or two node s

.
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PAGE 34 lESS ER  & ERMAN DISTRIBUTED INTERPRETATION

wor ds they predict , whic h also leads to additiona l word ver i f icat ion . These e f fec ts  showed up as
a doubling of the number of words predicted per phrase hypo thesis.

Incomp lete meta- information can lead to redundant search and unnecessary search (i .e., w i t h  a

low likelihood of a correct solution) , which reduce the potential speed--up benefits of a parallel
search. Rcdi ~nda,z t $CQrCh occurs because there is no central ized scheduler to coordinate the
sea rch of node’s wi th overlapping ar eas -o f - inte rest , As discussed in Sec. 5.4, we have added a
mechanism to elimina te some of the redundant search caused by external l y received hypotheses ,
hut t hus mechanism itself has as its at tendant  cost the additional computation to reconstruct
received information . Uri nrce s s czr y  ~~ arch occurs because the search paradigm is opportunistic
ac ross  the length of the u t te rance , i .e , wo rk ing  out f rom a few islands of rel iabi l i ty d iscovered in

the data These islands are not , in general , distr ibu ted uniforml y among the nodes in the network.
u r ic  leads to cases in which a par t icu lar  node can do l i t t l e  e f fec t i ve  processing until it receives
ons traunin g inform ation , i.e , a rel iable island, f rom another node. Likewise , a f te r  a node has full y

ex p lored all of i ts reliable islands , it n ,c ’~’ also have l i t t le e f f ec t i ve  processing to do. The
processing that occurs before the node r -  e i v cs  a rel iable i sl an d and the processing after it has

fu ll y exp loi ted al l  of i ts  rel iable island’ , us , f rom a g lobal view , unnecessary. Thus , the
opportun ist ic scheduling par t i a l l y seq iient ia l izes the se a rch . The e f fec t  this has on the parallel
speed- tip in a n e t w o r k  sys t em depends on the distr ibut ion of islands across the nodes - -  the
more uniform the d ist r ibut ion , the g re a te r  the speed - up. Figure 12 i l lust rates this by showing

h .  ‘. nec of the test utterances was recognized in the c e n t r a l ized and dis tr ibuted s y s t e - rnr

Ffr ’ c au use of the uncer ta in t y in knowl r i l i -c  and data in c-r r~ec h understanding, such un- ne cessary
‘e a rc h  may produne hypotheses w i th  s u f f i c i e n t  c red ib i l i ty  and scope to be t ransmi t ted .  This
internode ’ communic af ;on us t~.~ If unn e c es sary  and m a y  c~ ”- tr,u I nodes doing productive work , thus
Cau sing even more unnece .- a r y  s e a r c h  I I 5  d - -  I r a :  l ion occur :, because the est imate of impact ot
an hypo thes ic us based in par t  on i t s  scope ( IrrCg th) . lhiic , a long, mode r a i r i v  ra ted b , c ’ c c t h e - ,i :.

may be considered to ha- ,-r’ r c — o-e iri-p, ’ :t t h u ’ a c l i e rt , hig hly r a t e d  one, If a node lacking a reliable

is land does not soon rece ive c o n s t r a i n r c i~ ‘y i-uf t r- ses , it is o f ten  able to develop hypo t hes es  of
mode rate credibi l i t y a-cd a- ~‘e scope which it t e n  t ra rc - , m r tc  If such a” h~ po t h e c i s  is re e ived by

~ nodi-’ wi th  a hig hl y re l ia t c l r  island before it h~’ 
— been able to develop that island j u l y , the node

may swi tch tc a t ten tion to the Ionr ‘, rece i ve d hyp o the s is , th u. de l ay ing, perhaps inde u ini tr ~ly, the
useful processing of the short e r , highl y c r e lihI~ islan d ihe r r -cu c - n - t On t ra c e of the ut terance
‘Jinwn in f i g  I :~ shows the res u l ts  of such d l i  a c t i o n .

This method of ec tu m~tu np impact b r  b c  s in -p .  decisions is reaso nable in a c c - n t  i’ ’ ,’e-d sys tem in

w i nch  alt the inpu t data are received l u - c  h i-’ In sw- h a ‘u, - tern, the development of ~ potheses
us imp licitl y more synchronized - -  the hip iil y ra ted  - l u n d  would h ace  been e-  ended before the
low pr rated hypothes is would have been developed A possible solution to thi s problem in the

network  sys tem is to normalize the es t imate ’  of impact of received hypo theses according to the

‘ ,n  op’ of t I e  l a - ge t lci - ‘ 11v pen  r a ted  Cnn

.- , i~u i.~ ~~~ - .  — u~ ~~~~~~ , ,.(, ~~~~~~~~~ ...,, .-.i ‘rc i’- c i’ ’ i  i~,:, - - i i o . n~ •~~~. IC’ u~ i m,ts rc i c ’ ’ r ’~~ i- - ~’- øhn-tut I
I. ‘- ‘cm ’ l t c n ~ ~~‘ ,Ii’ I ~- ‘  - ~~ 
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C LIST THE AB STRACTS BY NEWELL OR SIMON ] (145C)

(13 C)

T L I5T T~~E~ (5C) 

J 

~~~~E~~~~~~~~) 

(1C)
- BY (OC)

a In tur c~ n~ra I~,’i-d :.

SIM ON J (30C

BY NEWELL OR SIMON ] (21c #2)

~~~~~~~~~~ RA #2~~~
E!L OR SIMON

~~~~~~~~~~
2 )

~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
OR ~~~~~ (b c  #3)

• ~~~~~~~~T T HE ~~~~4 O #1~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

(3C

b: In the ’ 3 n-ode c o n f i g u r a t i o n ,

Fugure 12: Pecog nut unn process for thos e par t ia l  interpretat ions of ut terance a5 that
led to the co r re c t  overal l  interpret at ion . Join-pd lines indicate untr anode hypothesisc re a t ion . A r row s show internode communi cation of a hypothes.u s . Numbers in
pa rentheses indicate network processing time in seconds when the hypothesis wasc rea ted  (C) or received as a message (R) In the multunode case , a second numberindicates the node number (e.g., .2 for node two).
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C I AM INT ESTED IN LANGU AGE UND E RSTANDIN G ] (50C)

I AM INTERESTED IN LANGUAGE UNDERSTANDING I (46c)
-

.

C;:::
C (-J ) I (30) IN (00)

a- In the ce ntral ized system.

IMT~ REST ED N LANGUA O E UN DERS TANDING ] (86c #1)

( I ~~~~~~~~~~~~~~~~~~~~~~~~~ 
UNDER~~AIb~N G J  (85c #1)

~ I AM II~T~ RE3rE D IN LAN-3UAOE ‘JNDERSTK ~~f~~~J” (a2c #1)

I N T E R E S T E D  IN L A N G U A 3 E  ‘J P4 D E RS TK i G ] ’ (78R #1)

IN LA
~G~JA tiN GE lANDING ]” (76c #2)• ( ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ (47C #2)

~~~~~~ ~TN (~43C #2)

~LA1~i~UAGE UNDERSTANDING (33R #2)

TKNGU AG E UI ‘rANDI t4G ] ( 1 L 4 C #3)

C (OC •~~ 
~~~~~~~AGE~~9c ,3~ 

(4C

b: In the 3-node configuration.

Fip,ur. 1 3: Rcn ognituon process for those partial interpretati ons of utterance *6 that
led to fbi-’ correct Overall interpretation.
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I iue t i t t e r  ,Inces wer e  also ruin using a more comp lex (ic ,, Irs’ . constrainin g) grammar , called

“I’u ”. A gain , all f ive wer e recogniz ed by both the central ized and three-node configurations ,
.ru fdurn p , c u  ec ience to our hypot ic u- s is  th ,rt liii’ accu rac y of the problem- solving can be maintained
w i t hun f l ue cl i’.tr uhuited c oct ugu ir at ion. In I i n n  - - i -  ruin’ ., the over all speedup increased to 30? from the
10/ of t Ine ‘.unnp ler g i ,‘rruimar , i r ud ica t irr l ’ n i c nu -  par afleli:.nu in the larger search space. The f ract ion

of ii, pot Inc - - u ’ s  tr ,in ,mit ted remained ‘ ‘ oc ular  to the f r a c t i o n  in the simp ler grammar runs.

6 2 Transmissi on Policies

liii’ rn’fwor k  d,.ia in tine pi evi ou u’ . ‘ - c  lion were  ge ne rated u’.ing the locall y c o m p lete

I’ a c c ’  n - c c - - ion pcclu y u i - u n — ’  1’l pu - ro t ’ . c~ p i - r u r u c c ’ n t a l  comparisons of that policy wi th  those of

d rn ,inuic f l i t e’.holding and ii ill I r ansrni’,’.uon I ~-“ r- Sec - h 3 for descrip tions of these policies.) The
ui t f u - r  am i - . ui ’ ect were the f i r ’ .t f ive of t i n- te n tuned un the p r \  u ou u ’ , section; the same area s -of -
uni t e r  i - - f w e re  t u’ ,, - d All f i ve  t u f t e r  an-c r’’, w r- r  e nn rec fly t in d er stood under all three transmission
r n - mI t i i ’ -

(iii t ine ic i- in el b(’t iu ~ rcn rc , S i r c u ’ f u m i -  acid n-i - r c l i u ’ r  i-uI lu -~ po lfcr en t ransmi t ted , b c  al l y comp lete us

1 , 1 c m  (‘ ( ‘f l u  u t - r u t  t h in  t in ’ -  cI~ ‘ c , c nci( t i m  u- , linld rcc , v. hic li ru t u r n  u’ I,ptter than the ful l  t ran ’,n-uisci ori It

1 m m  t’ . p~~c ’ , i,  - - t fu .u l  f l ue t u ’ - u - l i r c ’  - ‘, oil , nui , u - - i -  of I c -  d~ n~~’ i  t l n re ’.holdinp, policy is dominated by the

n i - l i t  t u r n - , in r c - ’ r l uu ru i l u mn l  P’ O i - c rc ,- ~r uu l  d- . lr,:i in n 1 ’, c u r - r i t i m n i c a t i o n  of the local ly  comp ie te . In c o rcme

~‘‘ - ~ 
i nurnf ’ . w i t l u  a i i i , ’  (‘ C - cph -  ‘ ,‘ inc i r ,i . i r  - t i n , ’ n l f l n ’ u ’ r n f u a l  between the tw o  se lect ive policies was

n i ’ u f u i c  r d  o u r  (Oru~(’( t i.i re i’ f i n a l  f l i t -  r’-~t n .i t u r n ur n -  -.‘. of the dynamic threcholding pol icy becomes 

ir r - ; ’ :c ’ !a’ it o- t I n -  c’’’ ~~~~~~~~~ of II’~~’’’ ‘‘ c i ’  n n c ’ c - , i - r- ’

6 3 Communication with Errors

iii Cur th’r to a’ - - c - - . ’ t In e  rc dcu usfn e ’ .’, cit t hc  n-i. I w ork .  c~ - In- iii wi th respect  to communic atuon er cons ,

• - .pi’ n u i c c r ’ r u f n -  w i - - c  run in ~‘i uc rh  r u in ’ - -  i i - - U t n u ’ ’ i ’d  h-, a node a re randoml y discarded w i th  a

‘ p c  i f i r ’ c l pu c c h . c l c I i t y  i i - , r - ’ ucc l , - l ’ , er rn ’s in ( i ’ - , ’ - u i n c u (  ,ut ion ‘ ~-- - t rnn ’ . that  have good error detect ion

I i i  i t pc’ nn i - Cu r  crc t ori ,ipahu I d  IC’ , , e g , p. c u- I  radi o, Se lec t ion at the receiv ing end allows for cases
in ~ liii - ii a hnc i .c. f  a , f n c - - s . c - - c  I ’ , rec r iv -c f ‘ c i i  c e ’ .’.f t i l t y b~ some nodes hut not others .

I ~~n hoc - , t i-r i ’ . t u c  ‘. of II- - r n r - tw o r k, ‘~~- f u - n n  ‘.luo ii l d n- c, k,e it robust in the face of communication

‘ ‘ ‘ n o r ’ . in i, t i n - - r u- a r e  redu in da n (  i r s  th a t  can re c r rate tire information in lost messages; second,
thn- ‘-~~ - f t  - c .i ’ c r- . rc ’ n t  the r e c r e a t e d  u n-n f or nc,’r?ioni even thoug h it arr ives later than would have the
cur up u n - I , lo’ .f CO u- uc rn u inic at ion There are ‘. 1-s - cr ~l w a y s  of rec rea t ing  the lost information:

- If’,’ cm~ er l,ipounp of a r c ? - , o f -  i n te res t  leads to the possibility of creating redundant
union m~ f u ci~ cl in i c Il y

- :-, ~~~ - —‘ 
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(means of utterances 1—5)

I’ 
_ _ _ _  

I 
_ _  _ _ _  _ _

H~~~ ~~~~i1 Ii_ii
Network Locall y— Transmitted Total
Time generated Hypotheses Hypotheses

Hypotheses

I Full transmission

V/f// LA Dynamic transmission

~~~~~~~~~~~~ Locall y—comp lete

rigu re 14. I ’rrfo rmancc cc,’rucriarisons of the three transmission policies.

- T ire’ transmission policy c art in t rod uce redundant communications. For example , the
dynamic t hres hold policy (and the full t rans mission policy) can produce a sequence of
nle’ .cagr ’s repre’ .entung the st , i~’,r ’s  of development of a part ial solution. Each message
in the sequenc e ~uihsuumec the information in t ire previous messages. This redundancy
(foes not ex i st in ti re locall y complete policy , which transmits only the final message in
th at sequence; it i’ f o r  th u’. reason that dynamic threshold was used for this
e’w iue r ume nt OIlier mechanisms , s u c h a’. murmuring (Sec. 4.4), can be used for
additional ~xp lii - it redundant co nunuiunic at ion - -  we have not exp lored them in these
Cv pe’ runup n t c

- The broadcasting of messages makes it possib le tha ’ messages might be lost to one
nruh-’ but rece ive ’d by another , lime no fr’ that correct l y receives the information
might operate on It anti suh’ c’quently btoadc as t a message based on information in
the original mcs’.age Ihe rehroadcasl may be received by the node that lost the
original version. Thus propagat ion of information among the nodes thus implicitl y
cr eates redundant communication paths ,

- Th~ method of building an interpretation by incremen tal aggregation of partial

- - , . .  - ‘- — - ‘‘ - ~~~~~~~~~~~~~~~~~ - 
- - 

-~~~~~~~~~~~~~-~ . ~ ~~~~~
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interpretat ions makes it possible to derive a correct interpretation in multip le way c-
T his kind of behavior has been observed in the centrali zed version of the Hearsay-It
‘.peech understanding - - f o r  e x a mp le , cases have occurred in which a comp le te
interpretat ion i-ou t-i not be con str uct e d from one correct island of reliabilit y because
of K S errors but could be derived from another . I~ecause a par ticular message may
not be crucial for all ways of deriving a correct  interpre tation, its loss does not
preclude a correct  interpre tation.

These experiments used the same data as those in Sec. 6?. The dynamic threshold transmission

policy was used, to provide more red u ndancy in communica tion than the locall y comp le te.

F gore 15 shows the performance with 0~, ?Im4 , ~~~ 
and 50 Z of the messages discarded . One

ut terance of the five was not cor rec t l y recognized (i c., no comple te interpretation was

con st ructed in the maximum al located processing time ) in the 257 and 357 cases , and three were

mi’.’.u- ’d in the’ b0~ ca- -c There  arc severa l  inte rest ing points about the s ta t i s t i cs , For example ,

the execut ion times for a number of ru ins wa-  dccr easc d because of the errorful commu nication

channel , T h is oc urred when me’.’- ages disc arded due to the simulated communicatio n fai lures

lrappr ’ned to be eithe ’r incorrect or redun d a n t ,  Other runs , as expected , required additional

proceccung time and communication to rec reate tire nonredundant information lost due to

c onumunic at ion failure.

5eve ral  ruin ’, were not co r rec t l y reco1’ ,nized because a message was lost which conta ined the

f i r ~~ t or la’.t word in the ut te rance, ’ Inforn uation about these extreme areas us contained in onl y a

‘.nnn ~’le’ node and is thus especiall y duf f ucu i l t  to recrea te in another node. The loss of thus

inform at ion us not a lways fa ta l . F ug u ure 16h shows an examp le where f i rs t - word unformat uon was

lo’ . t on two separate transmissions ( ( u I IAV I  4ANY from node 1 to 2, and [.HAVE+ANY+NEW

4 1’A F’I PS.E1V from node 1 to 3), lI nt - ‘.y ’ .Iem , however , was resilient enough to recreate the

inform at ion throug h a round about path , F gor e 16a is a t race of the system recognizing the

t i l t e rance when thu s information w as not lost ,

ln’u summary, the system ’s perfo rmar u c c’ with a fault y communica tion channel tends credence to

omi t belief that the arc hile ctur e us r u- s u l ien t  and permits a tradeoff between the amount of

p ro c es ’ .ing and reliabili t y of commun icatmon . We further believe that the introduction of a

knowledged-based murmuring scheme would correct most of the incorrect runs without increasing

orurmusn icatuon cos ts significantly.

7. CONCLUSIONS
t.et us review our model f or distributed interpretat ion systems:

Therc us a netw ork of systems (nodes), each of which is able to perform significan t
local processing in a sel f -d i rected way. for examp le, if a node does not rece ive a
par ticular piece of information in a given amount of time , it is able to continue
processing , using w hatever informat ion us currentl y available to it.

1 t~nc.us . of it,. ,.r ,domn.u, ~f ~~~~~~~ os~s~s, I hii h.pp.n.d fo occur in uft.r.nc. .2 in Iii. 251 •rror ci.. but not in
f ir. 3’,? cs~•
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Utterance (w ith dynamic threshold policy)3r- - - -. - -  - -~~~~~~~~~

2~~~~ - -- - - .  . - - - . - 

~ I Eui __

_

# 2 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
_ _ _

# 1 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ .~~iI ~~~~~~~~25% 35% 50°-n
Messages Lost

U I I I
Network Locall y- Transm itted Total

Time generated hypotheses hypotheses
(seconds) hypotheses

Figur . 15: Perform ance with communication losses.

_ _ _  - .  - ~~~~~~~~~~~~~~~~~~~~~ 
.~~~~~~~ ...i



~~~~--~~~~~-~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

CONCL USJop~ PAGE 41

~~~~~~~~~ ANY NEW PAPERS BY NEWELL APP EARED ) (20C

f ‘l HAVE ANY NEW PAPERS BY NEWELL APPEARED (

— I ~~~~~~~~~~~~~~PEARED~ (12C #3) 1
( HAVE ANY NE W PAPERS BY NEWEL L ” (9C #3)

\
~LHAVE_

ANY NEW PAPERS BY ” (8R ~~~ T)

/‘~~ HAVE ANY NEW PAPERS BY (‘(C #2) -

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~FiAVE ANY~~~~~~S 29

~J HAVE AN~~~(5C #1),) ‘NEWELL (Oc #3) 1 (DC # 3 )

a: With no messages discarded.

~ 
HAVE ANY NEW PAPERS BY NEWELL ~~~~~~~~~~~ (5oC

i
~~~

A ANY NEW PAPERS BY N E~~~ L 38R I

[ HAVE NY NEW PAPERS BY NEWELL’ (32C #1)

¶AVE ANY NEW PAPERS BY NEWE LL ” (28C # 1)

‘Ki ~iY NEW PAPERS BY NE~~UL’ (25R #1)

• 
—

~~~~~~~~~

1
ItAVE ANY NEW PAPE~~ Y ,NE WEU2 (22C~~

’
~
3’
\

~‘i~ VE ANY NEW PAPERS BT’ (~~~~T”\ ~
)

/~~AVE ~~~~~~~~~ PAPCRS~#~ (1 3C S

_ _ _ _ _  :

~~~~~~~~~~~~~~~~ ~~~IEW PAPERS B’!’ (2C

C (Oc # 1 )  ‘HAV E ” (OC # 1 )  
“
~~

‘ü?(oc # 1 )  ~NEWE LL ’ (OC #3) ) (OC #3 )

b: With 35Z of the messages discarded.

Fitur. 16: Trace of utterance .2 processing with and without messages discarded,
showing those p•rtial interpretations that led to the correct overall interpretation.
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T he parts of the problem that a node us responsible for working on is ca lled its area-
of i n te r es t  and is defined by t h e  information it nerds and produces. In general ,
a r e a s -  o f -  interest of the nodes over lap. the local database of a node (i .e., w h a t
information it actu a ll y ha’.) may lit’ incomp lete or inconsistent with respect to the
cI•rtaha- .es of the other nodes . Node’. rc - .olve the uncertain ty in their information
t hu otip.h an i terat ive , asynchronous cxc  hanp.e of partial resul ts at various levels of
abs tract ion.

Control of coopera tion among the nodes u’ decentra l ized and implicit in the autonomous
- 

‘ n  be haviors of the individual nodu-’,. I .-r h node uses its local estimate of the state of
problem solving in the network to co ntrol  its processing (i.e., wha t new information to
generate ’ ) and transmissions to other nodes .

liii’. model d i f fers  from conventional approaches to distributed system design in its emphasis on
d ealing wi th uncertaint y and error in contro l , dat a , and algori thms caused by the distribution as an
integral par t of the network problem solving process. An at t rac t ive  structure for accom p lis hing
t h e  us  an opportunistic problem solving st r ucture and, in par ticular , one which has imp lici t (data-
cf i r i- ’c te (I) information f low and control f low.

h ut ’ conventional approach to the dv-- .ign of distr ibuted systems us to overlay some basic ,
ur ’ nt r a luz ed problem-solving s t ra tegy w i th  new mechanisms that handle the uncertainty and errors
itr lr od iureci by the dis tribution . It i’ o u r  hypnthe’ . m c that this conventional approach limits both the
t ype of sys tems that can be du’.t ri hu itec l effectivel y and the environments in which they can
opt- rate , We f r ’e I the key to the dr’cip.n of dis lr iouited systems us to incorporate mechanisms for
dealing with uncer taint y and error as an integral pa rt of the problem - solving approach .

I lie bk- ar say ’  II arc hi tectur e appears tc ) he a good one for this integrated approach . The
proc (-‘.cing can be part i t ioned or rep l icated naturall y among network nodes because it is already
ch”compoce’d into independent , se l f -d i rec ted  modules (i.e., the KSs) which interact anonymou sly and
a re limited in the scope of the data they ni--ed and produce. Issues involved in the distribution of
the control and c~ata s t ructures of F l e. r rsa y- II can be dealt with ef fec tivel y because of the
nw’ -hanic ms alread y in the system for re-~olvung uncertaint y caused by incomp lete or incorrect

data and KS processing I ugure 1 / reviews these mechanisms and their impact on the ease of
• sys tem distribution. ’ Within the bas ic distributed problem-solving structure defined by these

m e t  hanis ms , several other mechanisms have been incorporated or proposed to handle issues

s pec if ic  to a distr ibuted en-iironment:

- To limit internode communic ation , an inc remental transmission mechanism (with
process ing at eac h step) ha’. hi--rn developed in which only a limited subset of a
node ’s infe r nra tuon is t r a n s m i t t e d  and to onl y a limited subset of nodes. A node acts
a- - a generator which transmits only a few mos t credible pieces of information and
which can subsequentl y re’.pond to stagnation of progress by producing alternative
informa tion. A’. p ant  of thu ’ approac h, two policies (“dynamic thresholding ” and
“lou ally c oniplete ”) have been developed for controlling the generator function.

1 N~ i •Ii ii i.c i ,,r. r irani,m. w.v. •x p ioii i,d in lix. d ic ir*,ui pd H.ur.ay-II sp ..ch urid.r.i.nd,n1 sy,tsm d.;crpb.d ri lxi
pre ~ i omi ~ •..c i,on In $.n.r.i, f ix. poN r.ib,i,iy f or •iipu’,iiin~ • p.rI,cui.r m.cxin.. m i, d.p.nd.ni err lix. •p.c ifscs of iPr~
e’ nbipm. .ixlv ,n~ .ppl,c.i ion bu rr1 di .irèui.d
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Pm,Ar- c hanism: Opportunistic naturs of information ~~p r  I -  Reduced need for synchroniza tion
gathering - -  Problem-solving is v iewed a’- an i l l ’ d a l I -  - of thu ’ style of problem solving, a node
i ncrementa l , oppor tunistic , and asynchronous doe- . not have an a priori order for process ing
process in which decisions , if they look i r u f c m r  .mtu on and can exp loit ni Oru-p l i- ~~t- b c  at
promi sing, can be made with incomplete in f o r n . ’t ion Thu  - the process ing order wi th in
informa tion and later re evaluated in the l i g ht of niudi - , and the transmis s ion of informat ion among
new information. nodu- - , doe’. not need to be sy nc hroni ,’ed

Mec hanusm: (ice of abstract information . - I~ -pa t: Reduced internod, communication
13e ac ice the problem-solving databa se is bandwidth - Ihe a t m m l m t ~ t o u’.e abs t r a c t
s t ruc tu red  as a loose hierarch y of increas ing ly iu f u r r o - .itioO p’ - rmi ts  nodes to coo perate by using
more abstract  problem representation s , an i - u i - ’, n’, wi th  high information content; thus ,
au - t rac t representation of one’ aspect of Ito- t i m e  i u r n s - i  Irmi c a t mo n bandwidth needed for
solution can be used to constrain anal ysis of ‘ ~l r- live cooperation is reduced.
other aspects of the problem .

M’-chan icm: Incremental ag,,regatuon - A solution i - .’- A utomatic error detection - - Thu ’ method
is c onst ruc t ed  throug h t b ’- nc reme~ t al p~~r n~’. - Ir rn ‘-oR inr, al lows a dist r ibuted ‘.y - . .t em
together  of mutuall y c onst r amning and c on- . is tent  to d- Ii t and reduce the impact of Inc o r r c -c  t
information; incorrect part ial  solutions na t u r a l l y d - ~ i- , m c r r u - ~ i - a i m - -e d by inc omp lete and inconsistent
dir” out as a result of this process cu al da t a ha -e’, and communicatio n los- -c ’.

k~~- luaruis m : Problem-solving as a se arch Ii 
~

- - -
~~

- I Internode parallelism - 1 he requirement
process - Eh- c aui ’ .e of uncer ta in ty  in data and l i t  1 , 10, a l te rna t ive  part ia l  solutions rum ed to

process ing , many al t e rnat ive par t i a l  so lu t ion s  I - -  i- -. , munrd r- ‘ iera tec the possibil i t y that  t hm ~
u-i ’ -. - d to he e amunrd in the pm ocr of - ur cli c_ in he (arc med omit in pa’ al lel b~
con struct ing a comp lete and consistent r.O iution; ~I u t i i  u - nt nm,o lm ’ s 1 1  a’ .ync hronous nature of
in thic search process , the more t in e r t am n t y  ur i f Orn i . i t on gather ing introduces the possibi l i t y

h e re’  ex i s t s , the ta rget the nuimhr-r ot h u t  amfdi t uon , i l  pa ra l l c -L - - rn . since dif ferent aspects
a l I t - n  na tives that , in genera l , ha- .r to he ~ f t i -  p rob lem and d i f ferent  information level’-
ex p lored c a r i  i i.- v. c u r h-ed on independent l y. ! urther , the ’

mn t ro ( huu (  lion of additional Liricertaunt y throug h
r u m i’m ’ p c - I c  arid inconsistent local databases can

t r ,xded o f t  a ra i  st more search - to the
mu m m E r  that this e x t r a  search can be done in
p ar a ’ irl and does not itself generate
pm o p nr tmon a t ly  more internode communication ,
in tprnode bandwidth can be lowered without

• ‘ - c ~nuf mc ant degradation in system response time.

~ - -u hanvm: Funclionally-accurate definition of I - - p u I: Self-correcting - -  Because there are
solution - - Dcii-” to the opportunistic n a t u r e  of r ’ - : i l t m p lr p.~t hs from which a solution can be
proc es ’ .ing and the ex istence of dive rse and c l i -r ived . it is possible to correc t for what would
ovt - r lappunp,  KSs , the correct  solution may he hi-’ considered fatal errors in a conventional
derivab le in dif ferent ways , u i’ , using d i fe ren t  di- ,t ruh u mt e d problem-solving system .
ordering, sequ ences for inc remeritall y Additionall y, system reliability can be varied
cons truct ing the solution components or cur ing witho u t modif ying the basic problem-solving
di fferent solution components. fk’cai,su-’ a ‘.truct m u re , throtug hu the appropriate selection and
sol u ti on u’ ba- - rd on a set of m u t u a ll y focusing, of local node processing. For example ,

constraining pit-ce’s of information , it i’ also it is pcm - .’.uhlc’ to improve reliability by enlarg ing
possible for a correct solution to incorporate the overlap among nodes’ areas-of- interest ,
informa tion that is correct but not considered t h u s  uri c rearing the likelihood of generating
very lik el y, or to cisc incorrect information that re d u nd ant information. This increases the
is consi dered very likel y , number of alterna tive ways that a solution can

ho derived.

Figw. I?: Hears ay -Il mechanisms and their impacts on distributed systems. 

— - -.  
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~ :.~~ .



- - - -~~~
. .

PAGE ~4 LESS ER & ERMAN DISTRIBUTED INTERPRETATION

- To increase network reliabilit y, a know led t’e~baced mechanism called “murmur ing” has
been proposed. hk” re , a node retransmi ts high-impact information if during a
specified time interval it neither rec eives nor generates higher -impact information.
Murmuring can be used to correct for lost communications due to intermittent channel
or node failures arid to bring new or moving nodes up-to-date.

- To gu a rant ee the appropriate communication connectivity among nodes, a
decen tralized mechanism for constru cting a communication network has been
developed. Using this mechanism , which relies on descriptions of the I/O
cb ia racte r ishcs of each node, nodes ad as store and-forward message processors to
pr ovide needed connectiv it y. A similar mechanism can be used for dynamic allocation
of pr ocessing tasks among nodes.

- To provide more sen s itiv e imp lic i t int ernode control while still reta ining
d ecentr a li zation , each node may transmi t explicitl y its local control information
(“ nue t a information ” ), Nodes can thus determine more directl y the state of pr oc ess i ng
in other node ’s.

The experiments described here explore these mechanisms in only a limited way. A number of
h.cu ies riced to be resolved in order to gain an understanding of the more general applicability of
this approach:

fl,str~buted F ocus of Control

- blow to coordinate in a decentralized and imp licit way the activity of nodes that have
overlapping (i.e., redundant) information, so as to control redundant computation.

- How to decide locall y that a node is performing unnecessary computation and how to
select the aspect of the problem on which it should instead focus its attention. This
is the problem of dynamic allocation of information and processing capabilities of the
network)

Self-  corre cting Corn pu ratwnr.xl Structure

- What and how muc h uncertainty (errors) can be handled using these type s of
computational structures , and what is the cost in processing and communication to
resolve the various types of errors!

• Task Characteristics and the Selection of on Appropriate Network Configuration

- What characteristics of a task can be used to select a network configuration
appropriate for it ’ When can implicit control and information flow structures be
used? Similarly, w hen should flat , hierarchical , or matrix configurations, or mixtures of
them, be used? Candidate characteristics include the patterns of KS interaction, the
type, spatial distribution , and degree of uncertainty in information , interdependencies
of partial interpretations , size of the search space , desired reliability , accuracy,
respons iveness, and throughput, and available computing rosources.

Thu’ Hearsay- II speech understanding system, with only minor changes, performs well as a
oopcrahing network even though each node has a limited view of the input data. In the

Itt,,. ~~~~ is r.I.t.d to fix . c i.r.ic,l •Noc .lion probisu, in rx~ iwo rk, How to d.cids if thu cost of scc..eirr~ • di.t.nl
diii.h*.. is lee .~p.rrs ,v . •r,d wP* t bu,, rnsi.ad, lb. procs..in ~ sho uld b. .uov.d cIo .r to ib. d.t. or f ir. d.ts moved d o.. ,
in lix. p,oc.sa or
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experim ent with errortul communication , sys tem performance degrades gracefull y with as much as

~u0’~ of the messages lost; this experiment also indicates that the system can often compensate
automaticall y f or the lost messages by performing additional computation . These results support
our general model of distribut ed systems desi gn. They also indicate that the Hearsay -li
archi tec ture  is a good one ’ to use as a basis for this approach.
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